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Preface 

The purposes of this book are to provide in a single reference the properties of 
silicon important to those who would use it as a semiconductor and to discuss at 
length several of the more important semiconductor technologies, such as crystal 
growing and diffusion. It had its beginning in a set of notes I began compiling 
shortly after starting work in the semiconductor industry. Since most of my activ­
ities were with silicon, these notes were restricted to information pertaining to that 
material. A few years later, while teaching a graduate course in semiconductor 
technology at Southern Methodist University, the notes were expanded from a col­
lection of data to a unified coverage of topics relating to semiconductor material 
technology and were used as an adjunct to a general text. However, because of 
my interest in silicon, after the semiconductor material technology was presented 
in some depth it was then applied specifically to silicon. This in no sense restricts 
the book's use to those interested only in silicon since the majority of each of those 
chapters not relating to specific silicon properties discusses each technology inde­
pendent of the material. 

While this book will be of most interest to device designers and those working 
as semiconductor technologists, it should also prove of considerable interest to 
those using devices, both circuit designers and systems engineers, in that it will 
supply background information and material properties helpful in understanding 
device performance. 

An attempt was made to cover all aspects of the technology except those relating 
to the surface itself. The complexity of surface behavior would warrant a separate 
volume and is beyond the scope of this book. In addition, where there are books 
covering some phase ofthe technology in great detail, e.g., Pfann's "Zone Melting," 
only a cursory treatment is given. 

-.J. The author would like to thank Harry L. Owens for his continued interest and 
support, Dr. Lyndon Taylor of the University of Texas and Dr. W. E. Phillips of 
Texas Technology College for a critical reading of the manuscript, John R. Miller 
for editorial advice, Virginia Belshaw for typing, Stacy B. Watelski for the photo­
micrographs, Earl W. Scott of Scott's Studio for the crystal photographs of Chap. 4, 
and the photographic staff of Texas Instruments Incorporated for all other photog­
raphy. In addition, the help of the many other members of the Semiconductor 
Research and Development Laboratory of Texas Instruments Incorporated is 
gratefully acknowledged. 

W R. Runyan 
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Foreword 

It is particularly timely for a book to appear on the subject of silicon semicon­
ductor technology. Until the past few years the semiconductor device industry 
was based largely on germanium technology, with silicon being restricted chiefly 
to military and power applications. 

During recent years silicon technology has been developed so that silicon now 
promises, along with germanium, to have broad usage. Integrated circuits have 
been developed almost exclusively around silicon technology. While these were 
developed first for military applications, they will be applied broadly to industrial 
and consumer markets. It is also evident that future generations of devices will be 
far more sophisticated than those now in use, and that a much better understand­
ing and blending of material properties with device functions will be required. 

Dr. Runyan has written a book which should prove to be a useful addition to 
the literature on semiconductor technology and an aid in this blending process. 
He is especially well qualified to author such a book since much of his professional 
career has been devoted to research and development on silicon materials and 
devices. At present he leads the materials research program in the Semiconductor 
Research and Development Laboratory at Texas Instruments. 

This book is a part of the new Texas Instruments Electronics Series, through 
which we hope to make readily available to the technical community important 
research findings which will further the progress of the electronics industry. 

vi 

Richard L. Petritz, DIRECTOR 

SEMICONDUCTOR RESEARCH AND 

DEVELOPMENT LABORATORY 



Contents 

Preface............................ ...... .............. ......... v 
Foreword . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi 

Chapter 1 . An Historical Note . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 1 
REFERENCES ..................................................... 3 

Chapter 2. Silicon-manufacturing Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 5 

2.1 Early Methods of Manufacture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5 
2.2 Summary of Applicable Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7 
2.3 Zinc-Silicon Tetrachloride ................................... 7 
2.4 Silane Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9 
2.5 Iodide Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 10 
2.6 Silicon Tetrachloride and Trichlorosilane Processes . . . . . . . . . . . . .. 12 

REFERENCES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 14 

Chapter 3. Silicon-casting Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 17 

3.1 Melting in Mold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 17 
3.2 Pouring into Mold. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 22 
3.3 Ambit Casting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 24 

REFERENCES. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 27 

Chapter 4. Crystal Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 29 

4.1 Crystal-growing Environment ................................ 29 
4.2 Types of Crystal Growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 30 
4.3 Crystallization from a One-component System. . . . . . . . . . . . . . . . .. 32 
4.4 Growth from Multicomponent Systems. . . . . . . . . . . . . . . . . . . . . . .. 36 
4.5 Teal-Little................................................. 38 
4.6 Behavior of Impurities During Growth from the Melt. . . . . . . . . . .. 49 
4.7 Miscellaneous Techniques. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 60 
4.8 Growth from Low-temperature Melts ........................ " 63 
4.9 Vapor-Liquid-Solid (VLS) Method of Crystal Growth. . . . . . . . . .. 65 
4.10 Growth from the Vapor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 65 

REFERENCES 78 

vii 



viii Contents 

o Chapter 5. Crystal Habit and Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 84 

5.1 Crystal Systems ............................................ 84 
5.2 Silicon Structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 88 
5.3 Crystal Habit ..... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 89 
5.4 Rough Orientation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 93 
5.5 X-ray Orientation .......................................... 94 
5.6 Optical Orientation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 97 
5.7 Twinning.................................................. 98 
5.8 Detection of Twinning ...................................... 101 
5.9 Grain Boundaries. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 101 
5.10 Lineage ................................................ 102 

REFERENCES 102 

Chapter 6. Doping Procedures ........................................ 104 

6.1 Effects ofImpurities on Resistivity. . . . . . . . . . . . . . . . . . . . . . . . . . . .. 104 
6.2 Effect of Segregation Coefficient on Resistivity . . . . . . . . . . . . . . . . .. 107 
6.3 Methods of Doping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 110 
6.4 Discussion of Crystal Yields. . . . . . . . . . . . . . . . . . . . . . . . . . . .. 114 

REFERENCES 116 

Chapter 7. Diffusion ................................................ 117 

7.l Elementary Theory .......................................... 117 
7.2 Diffusion Along a Grain Boundary ............................ l33 
7.3 Field-aided Diffusion ........................................ l36 
7.4 Numerical Calculations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. l37 
7.5 Diffusion Processes ......................................... 141 
7.6 Diffusion Coefficients ....................................... 151 

REFERENCES ................................................ 159 

Chapter 8. Electrical Properties ....................................... 164 

8.1 Resistivity ................................................ . 
8.2 Mobility .................................................. . 
8.3 Drift Mobility ............................................. . 
8.4 Hall Coefficient and Hall Mobility ........................... . 
8.5 Effects of High Field on Resistivity ........................... . 
8.6 Width of Space-charge Region in p-n Junctions ................ . 
8.7 Effects of Pressure ......................................... . 
8.8 Energy Bands ............................................. . 
8.9 Effective Masses for Electron and Holes ....................... . 
8.10 Miscellaneous Effects ..... . 

REFERENCES ............................................... . 

164 
166 
168 
169 
172 
174 
176 
182 
183 
185 
185 



Contents ix 

Chapter 9. Optical Properties ....................................... . 187 

9.l Absorption Coefficients. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 187 
9.2 Photoconductivity ......................................... 197 
9.3 Reflection Coefficient. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 198 
9.4 Index of Refraction ........................................ 198 
9.5 Emissivity ................................................ 200 
9.6 Light Emission ............................................ 200 
9.7 Tyndall Effect ............................................. 203 
9.8 Birefringence ............................................. 203 
9.9 Optical Elements .......................................... 204 
9.10 Optical Coatings ........................................... 205 
9.l1 Optical Grinding and Polishing Procedures .................... 210 

REFERENCES ............................................... 210 

Chapter 10. Miscellaneous Physical Properties and Processes .............. . 213 

1O.l Elastic Constants .......................................... 214 
10.2 Some Tensile Testing Definitions ............................ 221 
10.3 Plastic Flow .............................................. 222 
10.4 Distribution of Breaking Strengths . . . . . . . . . . . . . . . . . . . . . . . . . . .. 223 
10.5 Impact Testing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 224 
10.6 Hardness ................................................. 225 
10.7 Thermal Expansion Coefficient .............................. 225 
10.8 Thermal Conductivity ...................................... 228 
10.9 Surface Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 229 
10.10 Hot Forming ............................................. 229 
10.11 Sawing and Lapping ... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 231 

REFERENCES ............................................... 233 

Chapter 11. Metallurgy .............................................. 236 

11.1 Review of Binary Phase Systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 236 
11.2 Phase Diagrams . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 241 
11.3 Limits of Solubility ........................................ 241 
11.4 Segregation Coefficient ..................................... 242 
11.5 Silicon-Germanium Alloys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 247 
11.6 Solubilities and Formation of Precipitates . . . . . . . . . . . . . . . . . . . .. 248 
11.7 Effect of High-impurity Concentration. . . . . . . . . . . . . . . . . . . . . . .. 259 
ll.8 Copper Decorations ....................................... , 261 
11.9 Gettering Techniques ...................................... 262 

REFERENCES ............................................... 267 

Author Index. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 269 
Subject Index. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 273 





1 

An Historical Note 

Silicon, from the Latin silex, meaning flint,l,* is the second most abundant ele­
ment and comprises over 20 per cent of the earth's crust. It occurs in nature never 
as the element, but chiefly as silica (Si02) and silicates. Silica forms beautiful 
crystals of clear quartzt (rock crystal), amethyst (blue, due to manganese), rose 
quartz (colored by the presence of small quantities of titanium), and smoky quartz 
(organics). Occasionally crystals of tridymite and crystobalite, which are the 
high-temperature modifications of silicas, may be found in volcanic deposits. Si02 

abounds in massive form as quartzite, agate, jasper, carnelian, opal, and flint. The 
worldwide use of flint for the first-formed tools of man (Paleolithic Age) was 
probably the result of its abundance, hardness, and relative ease of working. Flint 
again figured in the development of civilization when it was used as a spark gen­
erator for firing gunpowder and thus made lightweight, portable firearms practical. 
Silica is a constituent of igneous rocks such as granite, syenite, and rhyolite and 
occasionally is found in basalt and diorite. In addition, it is present in nearly all 
metamorphic rocks and is the major component of sandstone. 

The silicates are exceedingly common and include such minerals as the micas, 
feldspars, zeolites, and garnets. Clay is primarily a collection of silicates and has 
been used in pottery construction since time immemorial. Likewise, the silicates 
are a major constituent of glass. It is not clear just when or how "glass" first came 
to be made, but it was probably somewhere in Asia Minor, before 12,000 B.C.2 

Compounds of silicon are found in all natural waters, in the atmosphere as dust, 
in many plants, and in the skeletons and tissues of animals. Diatomaceous earth, 
sometimes called kieselguhr, is an opal composed of the siliceous shells of diatoms 
(unicelled aquatic plants) and is found in thick beds resembling chalk. 

Until 1787 it was assumed that silica was an element, but in that year Lavoisier 
suggested that it was the oxide of some unknown element. Apparently, Gay­
Lussac and Thenard first produced silicon in 1811 by reducing silicon fluoride with 
potassium, but did not recognize it as such. Berzelius reported evidence of the 
new element as a precipitate in cast iron in 1817. He succeeded in isolating it in 

* Superscript numbers indicate items listed in References at the end of the chapter. 
t The word "quartz" appears to have originated in provincial Germany sometime in the Mid­

dle Ages.3 
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1823 by reacting potassium fluosilicate with metallic potassium. Silicon was 
obtained in reproducible form in 1854 by Sainte-Claire Deville, who crystallized it 
from an electrolyzed melt of mixed chlorides.4 ,23 It was originally thought that 
there were two varieties of amorphous silicon. One, quite active chemically, was 
called silicon lX, while the other, relatively inert, was silicon {3. Likewise, there 
have been occasional reports of both a cubic and a graphitic or hexagonal form.5 
Apparently, the active amorphous silicon was caused by impurities remaining after 
manufacture. The early reference to hexagonal silicon arose from a misinterpreta­
tion of the hexagonal platelets that sometimes occur. The more recent work 
describing a high-temperature hexagonal modification has not been substantiated. 

The early findings not withstanding, silicon is indeed a very inert material, 
so efforts were made around the turn of the century to use it for chemical ware.6 

These were never very successful because of its brittleness and the difficulties asso­
ciated with working it. Several years ago there was some hope that high-purity 
silicon would be ductile at room temperature, but there is now no evidence that 
this is to be expected. 

Silicon is widely used in the steel industry to combine with and remove iron 
carbide and dissolved oxygen. Added in larger quantities (~15 per cent), a steel 
is produced which is hard and corrosion-resistant. The total quantity of silicon 
involved is quite large since it is estimated that 1 lb of silicon is needed for every 
350 lb of steel produced. For this purpose ferrosilicon, a low-purity iron-silicon 
alloy, is used because it can be relatively cheaply prepared by the reaction of iron 
or iron oxide, silicon dioxide, and coke.5 The aluminum industry consumes large 
quantities of low-grade silicon in the making of aluminum-silicon alloys. Within 
recent years, the expanding silicone industry has also become a major user of 
silicon compounds. 

--~ SiliS9J!.-b~JlJ.:t?:::hig~e~~~~~.L~f~si2~9i~!!Y element, and for this reason 
has been suggestea as a storage element for heat energy in solar-energy-conversion 
systems which use heat engines. 

The infrared transmissivity of silicon is very high in the 1 to 8 micron range. 7 

This, coupled with its hardness, chemical inertness, and ability to take an optical 
finish, has contributed to its wide usage in infrared optical elements. Originally it 
was believed that single crystals were required for optical components, so silicon 
crystal-growing capabilities were extended to diameters of several inches.8 Later 
work, however, showed that the optical-image quality of polycrystalline silicon was 
quite satisfactory and allowed casting techniques to supplant crystal growing. 

Because of the fine polish possible, both silicon and high-silicon-content iron­
silicon alloys have been suggested as a material for jewelry and sculpture. Unfor­
tunately, however, the hardness of silicon is close to that of sand particles, so its 
abrasion resistance is fairly low. 

In 1901, 11 years after the invention of the coherer, a patent was filed by 
J. C. Bose for a detector using galena.9 By 1906, both Pickard1o,l1 and Austin12 

had described detectors using a silicon-metal point contact, and Dunwoody13 had 
proposed a carbon-silicon combination for the same purpose. By the mid-thirties, 
silicon was being widely used in the laboratory as a microwave detector. During 
World War II great advances were made in the purification and handling of silicon 
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and in diode-fabrication techniques. The original diodes used a very low-purity 
commercial-grade silicon with no intentional doping. In the early forties, the situ­
ation was improved by powdering the silicon, leaching it with various acids, and 
then casting it into an ingot. This increased purity allowed deliberate doping, e.g., 
the addition of aluminum and beryllium * as used by the General Electric Co., Ltd. 
Shortly thereafter Du Pont developed a method of making semiconductor-grade 
silicon by the zinc reduction of silicon tetrachloride, which decreased the impurity 
concentration by orders of magnitude. Simultaneously with this work, Scaff and 
Theuerer at Bell Telephone Laboratories were using gradient freezing to segregate 
the impurities in one end of an ingot.14,15 

In 1950 an experimental silicon transistor was announced, 16 but it was not until 
1954 that they were available in any quantity.17 All the silicon diodes and early 
transistors were made on either polycrystalline chips or small pieces of single crys­
tal cut from polycrystalline ingots. However, in 1952 Teal and Buehler18 grew sin­
gle crystals of silicon from a melt in an apparatus previously developed by Teal 
and Little for germanium crystal growing. Still further purification of silicon 
became possible with the introduction of float zoning, which was developed inde­
pendently by Keck, Theuerer, and Emeis.19 In 1957 a vapor-phase method of 
growing silicon single crystals was proposed by Sangster,20 although it was 1960 
before such a technique was used in device construction. At that time Bell Tele­
phone Laboratories announced a method of transistor fabrication that started with 
single-crystal slices that were partially grown epitaxiallyt from a vapor. 22 

In 1955 the Bureau of Mines began separating the production figures of 
semiconductor-grade silicon from lesser purity forms, and gave the total U.S. 
usage for the year as 35,000 lb. The estimated number of silicon transistors pro­
duced that year was about 93,000. In 1964, when silicon production had only 
increased to about 90,000 1b, approximately 400 million silicon devices were 
manufactured. 
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2 

Silicon-manufacturing Processes 

Silicon is a very abundant element of the earth's crust, but always occurs as a 
compound, and almost exclusively either as the oxide or as a silicate. Because of 
its availability, most large-scale silicon-manufacturing processes start with the 
oxide. The order of steps determines the final purity, not only by determining the 
ease with which impurities in the original silica can be separated, but also by the 
available quality of chemicals used in the various stages. 

The actual level of allowable purities varies somewhat with the devices to 
be made from the silicon and also with the specific impurity. It is important to 
have the normal doping elements (Groups IlIA and VA) reduced to the parts-per­
billion range, and, similarly, such elements as gold, copper, and iron. The roles of 
others, such as sodium, calcium, zinc, tin, and lead, are not well understood and 
apparently can be tolerated in somewhat higher levels in the manufactured silicon. 
However, because of their very low segregation coefficients, the final concentra­
tions of these elements in the grown crystal are probably comparable to those of 
the IlIA's and VA's. The discussion of the probable impurity concentrations leads 
to the realization that the ranges involved are almost always below the limits 
of detectability of standard analytical methods, and that the electrical behavior of 
either the bulk silicon, or devices made from it, are the primary ways by which 
impurity content is estimated. Some of these latter methods are considered in 
Chap. 8, but no attempt will be made to discuss the various chemical, specto­
graphic, and neutron activation procedures which are used during the various 
stages of semiconductor-grade silicon manufacturing. 

2-1. EARLY METHODS OF MANUFACTURE!,* 

About 1808 Berzelius heated a mixture of silica, carbon, and iron and obtained 
what he called "silicon," though it was apparently an iron silicide, or what would 
now be called "ferrosilicon." Soon after, Gay-Lussac and Thenard reduced silicon 
tetrafluoride with potassium and formed "amorphous" silicon. In the following 
years a variety of other reactions were studied. Sodium and magnesium were used 

• Superscript numbers indicate items listed in References at the end of the chapter. 

5 
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to reduce silicon tetrafluoride. Silicon tetrachloride was reduced with the potas­
sium, sodium, magnesium, beryllium, aluminum, zinc, and sodium amide. It was 
suggested that hydrogen would reduce silica and was shown that magnesium, cal­
cium, and aluminum certainly would. In 1880 silicon was obtained by an electric 
discharge in silane. Shortly thereafter, the thermal decomposition of silane and 
trichlorosilane was observed. The hydrolysis of silicon sulfide was reported to 
yield silicon. Silicon has been prepared by the electrolysis of a molten mixture of 
potassium fluosilicate and potassium fluoride, and can apparently be similarly pre­
pared from other alkali fluorides. Likewise, silicon may be obtained from the 
reduction of silicofluorides by sodium2 or aluminum.3 

Copper has also been used to obtain silicon from silica, but in this case it is a 
two-stage process. First, Si02 and copper react to form some free silicon, but pre­
dominantly CU2Si. The latter is then heated with sulfur to form CuS and silicon.4 

The most common method of producing silicon is very similar to the first one 
used, i.e., by the reduction of silica with carbon, though it is now usually done in 
an electric furnace.5-1o 

In an effort to increase the yield of silicon by preventing its vaporization and by 
minimizing the formation of silicon carbide, several per cent of various silicates 
have been added to the silica carbon charge.ll 

Assuming that the rapid formation of CO carried away excessive amounts of the 
vaporized silicon, another approach to yield improvement involved first partially 
reducing the silica, then adding an excess of silica, and heating further.12 

In order to remove carbon from low-grade silicon, one suggestion was to melt it 
in a crucible which had a layer of alkaline earth carbonate on the bottom. The 
carbonate decomposed, the CO2 bubbled up through the silicon and reacted with 
carbon to form CO. With this process, silicon with resistivities of the order 
of ~ ohm-cm were reported (1909).13 

Another procedure involved remelting the silicon under a layer of fused sili­
cate.14 The molten glass protects the silicon from oxidation and getters various 
impurities as is evidenced by the gradual darkening of the glass. 

Rather than starting with silica, several processes started with silicates, which 
are also readily available, and used carbon or aluminum to reduce them.15,16 
Unfortunately, most of these methods as originally conceived gave a very impure 
grade of silicon, so a variety of leaching systems were used for several years in an 
effort to upgrade it. 

One such process used in the early forties to prepare silicon suitable for micro­
wave diodes consisted in crushing the silicon to about 200 mesh; letting it soak in 
a water-HCI-HN03 mixture for several hours; washing with distilled water; adding 
H2S04 and HF; boiling, washing, and treating with an HF-water mixture; and 
then giving a final washing.17 A similar system, adapted to larger-scale operation, 
has been described in a recent U.S. patent.18 In 1905 the reduction of silicon 
monoxide with silicon carbide was proposed,19 and in 1961 a more sophisticated 
system using hydrogen as the reducing agent was patented.20 The latter claimed to 
obtain high purity by distilling the silicon monoxide prior to reduction. 

It has been proposed to make semiconductor-grade silicon by reducing the sili­
cates in low-temperature glasses with molten aluminum, and then precipitating the 
silicon from the excess aluminum.21 The silicon, thus prepared, is saturated with 



Silicon-manufacturing Processes 7 

aluminum, but presumably the majority of other impurities are separable by leach­
ing processes. Another approach using aluminum is to first react Si02 with 
aluminum to form Si + Ah03. After all free aluminum is removed by an HCl 
leach, the silicon is dissolved by molten tin. Since tin is much less soluble in sili­
con than is aluminum, a higher-purity silicon is then obtained after precipitating 
it from the tin.22 In addition, this process is said to be very efficient (up to 90 per 
cent) and could be of use, for example, in reducing isotope-enriched silica where 
the starting material costs are extremely high. 

2-2. SUMMARY OF APPLICABLE METHODS 

The processes successfully used include the reduction of silicon tetrachloride 
with zinc, cadmium, or hydrogen; 23 the reduction of trichlorosilane (SiHCh) with 
hydrogen;24 the pyrolytic decomposition of silane (SiH4) ;25,26 and the reduction 
of silicon tetraiodide27 and silicon tetrabromide with hydrogen. 28 In each case, 
the starting materials must be carefully purified and great care exercised in the 
selection of storage and reaction-chamber materials. For detailed discussion 
of silicon chemistry the reader is referred to Refs. 1, 25, and 26. 

The usual sequence is to make a low-grade silicon or ferrosilicon, chlorinate the 
impure silicon, carefully purify the resulting halogen, and then reduce it. If some 
silicon compound other than silicon tetrachloride is to be used, it may also be pre­
pared directly, e.g., the bromide, or by further reactions involving the tetrachloride. 
Huge quantities of silicon tetrachloride and trichlorosilane are produced for use in 
silicone manufacture so a ready source of feedstock for the semiconductor industry 
is available. 

Halides are most often purified by direct distillation, but occasionally other 
methods are used with, or in addition to, the distillation. If purities in the range 
of 50 to 100 ohm-cm are desired, pyrex or steel columns are adequate, and indeed 
high-purity silicon tetrachloride and trichlorosilane are normally shipped in steel 
tanks. However, for higher purity it appears advantageous to use quartz columns. 
There is considerable difficulty in separating some of the Group IIU and V A halides 
from those of silicon, so the addition of complexing agents prior to distillation 
has sometimes been used. One group of compounds suggested for this pur­
pose is some of the aliphatic and aromatic dinitriles such as succinonitrile, adiponi­
trile and acetonitrile. 29 Liquid-extraction systems using some of these same com­
pounds have also been proposed.29 Likewise, liquid- and gas-absorption columns 
have been used. One of these contained activated alumina,3o while another used 
a column containing an absorbent, e.g., activated charcoal, charged with com­
pounds such as CNBr or C2H5CN.31 A process has also been reported in which 
electrodes were immersed in a halide-methyl alcohol mixture, and various impuri­
ties deposited at the electrodes.32 

2-3. ZINC-SILICON TETRACHLORIDE 

The first commercial process for the production of semiconductor-grade silicon 
used zinc to reduce silicon tetrachloride. 23 ,33 Zinc is an acceptable reducer since 
it is available in reasonable purity, does not form a silicide, is relatively noncorro-
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sive, and is not explosive in the presence of air. Since the solubility of zinc in sili­
con is quite low, and the reaction produces zinc chloride, and since zinc itself 
is quite soluble in many solvents which do not attack silicon, contamination by 
zinc or zinc compounds is minimal. A sketch of early equipment is shown in 
Fig. 2-1. In this process, the zinc and silicon tetrachloride are separately vapor­
ized and metered and are then introduced into the reaction chamber in approxi­
mately stoichiometric proportions. Because silicon tetrachloride is liquid at room 
temperature, the flow rates can be monitored and controlled by standard flow­
meters and valves. Zinc with its much higher melting point poses more problems. 
One solution, described in U.S. Patent 2,912,313,34 consists in melting the zinc in one 
container, then feeding the liquid to a flash evaporator. The reaction-chamber 
temperatures are kept high enough for the reduction to be reasonably efficient, and 
yet low enough to minimize side reactions with the container. Temperatures 
of 900 to I 100°C are satisfactory, with 950 to lOOO°C being preferred. The reactor 
and associated plumbing are of fused silica. The silicon grows out in dendrites, or 
needles, from the walls of the container. The reaction products and unreacted 
components are condensed and the zinc reclaimed. The silicon needles can be 
leached with HCl to remove any zinc which might remain. 

Some operating numbers given in Ref. 33 are as follows: (I) reaction-chamber 
diameter, 8 in.; (2) reaction-chamber length, 6 ft; (3) reaction-chamber tempera­
ture, :::::950°C; (4) temperature of incoming SiCl4 and zinc, :::::950°C; (5) length 
of run, 40 hr; (6) amount of zinc used, 1471b; (7) amount of SiCl4 used, 285 Ib; 
and (8) amount of silicon produced, 15.5 lb. When the run is to end, the boilers 
and lines can be freed of zinc by purging with nitrogen. Since the silicon thus pro­
duced is needlelike and has a high volume-to-weight ratio, some form of densifica­
tion must be used prior to charging into a crystal puller. 

It has also been suggested that one contributor to low-process yields is the reduc­
tion which may take place in the gas stream and not on the furnace walls. When 
this occurs, the silicon is finely divided and is carried out with the exit gases and is 

Globar furnace 

Reaction tube 
Quartz 

Fig. 2-1. Early high-purity silicon­
manufacturing process. 
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lost. One solution to this problem is to introduce the two reactants in such a 
manner that there is a minimum of turbulence, and so that they are initially 
directed toward the hot walls. 35 

Even though the starting materials are carefully purified before feeding into the 
reactor, trace impurities still remain and appear in the deposited silicon. However, 
by making use of the fact that many of the chlorides either can be reduced or ther­
mally decompose at lower temperatures than the silicon, various predeposition 
furnace arrangements have been proposed. 

In one of these, the deposition furnace is simply separated into two furnaces, 
with the geometries and temperatures being such that about lO per cent of the sili­
con deposits in the first chamber. As a variation, the reactants can first be fed into 
two parallel predeposition furnaces in which there is a stoichiometric excess of zinc 
in one and of silicon tetrachloride in the other. 36 Other suggestions include pass­
ing the silicon tetrachloride over hot silicon 37 and over a pool of molten zinc. 38 

The zinc process has apparently been completely supplanted in the United States 
by various hydrogen-reduction methods. 

2-4. SILANE DECOMPOSITION 

This process, in principle is very simple, involving only the pyrolytic decomposi­
tion of silane. It has not been widely used, however, because of the difficulty of 
making silane, and because of its instability. Silane will ignite and explode in air 
and is decomposed by water containing traces of alkali. Also, it reacts explosively 
with halogens to give silicon halides, and in the absence of air it decomposes 
to silicon and hydrogen at 400°C.26,39 Two variations have been used: (1) the 
silane is made and then decomposed in the next step; (2) the silane is prepared 
separately and stored in cylinders until needed. 

Silane (SiH4) can be prepared by the reaction of a metal hydride with some sili­
con compound containing silicon bound to fluorine, chlorine, bromine, iodine, 
cyanide, oxygen, sulfur, or nitrogen. The hydride (most commonly lithium alumi­
num hydride) is dissolved in an ether and the silicon compound bubbled through 
the solution.40 

One specific choice is 41 

SiCl4 + LiAlH4 ~ SiH4 + LiCl + AlCh 

with the ether being tetraethylene glycol dimethyl ether. Another combination 
uses silicon tetrachloride plus a mixture of sodium aluminum hydride and calcium 
aluminum hydride in tetrahydrofuran to generate the silane.42 The addition of the 
calcium aluminum hydride in very small amounts presumably reduces the amount 
of boron appearing after reduction of the silane. Possible contaminants to the 
silane leaving the system are solvent vapor, unreduced silicon tetrachloride or some 
intermediates such as SiHCh, and impurities in the original silicon tetrachloride 
which also form volatile hydrides. Synthetic zeolite beds at - 78 ° C have been 
used to remove any arsenic and phosphorus compounds which may be present at 
this point.43 Figure 2-2 shows a sketch of the equipment. 
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To remove entrained liquid 

/,.---.,,/ 

Lithium aluminum 
hydride + TGDE acetone 

Fig. 2-2. Silane-generation and decomposition apparatus. 

Silane begins to decompose at about 400°C. The reaction products may include 
appreciable quantities of higher silanes, as well as silicon and hydrogen. As might 
be expected, low pressure favors decomposition, and most processes operate at a 
few torrs. Likewise, the decomposition efficiency increases with increasing tem­
perature. It has been reported 41 that at pressures less than 8 torrs, 100 per cent 
decomposition occurs from 777°C up to at least the melting point of silicon. 
While deposition can occur on the walls of a hot tube, it is preferable to use 
a heated silicon seed or filament and deposit directly on it. This prevents contami­
nation from the tube, as well as eliminating the necessity for leaching away or 
otherwise separating the tube from the silicon. One method of accomplishing this 
is to heat the tip of a silicon bar inductively and then, as deposition occurs, 
to keep the growing ingot moving so that the tip remains in the r-f field.44,45 

Another variation 45,46 is to keep the silicon tip molten, and again, as the silicon 
forms and enters the molten pool, to continuously lower the seed. In order 
to speed up the deposition process, a number of systems using high-frequency 
radio waves to assist in decomposition have been proposed.47- 49 This process can 
produce a very high-grade silicon, but has not been widely used commercially. 

2-5. IODIDE PROCESS 

The decomposition of silicon tetraiodide to form silicon is a straightforward 
process, and apparently because of the ease of purification, the iodide has been 
used to produce extremely high-purity silicon.27,5o,51 Because of the high cost of 
iodine, a recovery process is necessary. In order to obtain reasonable deposition 
rates, low pressures are required, so that a combination of vacuum pumps and 
iodine traps is required. It is presumably because of these additional requirements 
that the process has thus far not proved commercially feasible, even though some 
companies have operated iodide plants on a limited basis. One process49,52,53 con­
sisted of these five operations. 
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l. Reaction of iodine with commercial-grade silicon. 
2. Filtration of the silicon tetraiodide. 
3. Distillation of the iodide. 
4. Decomposition to form silicon and iodine. 
5. Iodine recovery. 

This is illustrated schematically in Fig. 2-3. A somewhat more elaborate process 
has been described;54 it employs an additional purification step consisting of zone 
refining the silicon-tetraiodide before distillation. 

The SiI4 is formed by reacting commercial silicon with iodine at about 600 e C; 
this may be done in either a fixed or a fluid bed. The reaction is exothermic and 
requires no additional external heat once the bed is brought to operating tempera­
ture. In order to remove any unreacted silicon dust that comes from the reaction 
bed, the iodide can be filtered before distillation. Since SiI4 freezes at 124 ec, all 
transfer lines must be kept heated. Both quartz and tantalum have been used for 
the distillation unit, with quartz being preferred. Forecuts of 10 to 30 per cent, 
and pot residues of from 10 to 30 per cent of the total charge have been used. 
The deposition surface may be a quartz tube, tantalum rod, or silicon rod. The 
temperature of the surface should be in the order of 1000e C for good decomposi­
tion efficiency, and the pressure in the deposition chamber should be in the order 
of 1 tOfr or less. 

, 

Si 14 condensor 
and storage 

Filter 

Storage 

Deposition furnace 

'0 Crude silicon 
00 charge 
'0 Distillation 

00 Furnace 

Fig. 2-3. The iodide process. 
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Another process has been developed which makes use of a film-boiling technique 
to simultaneously maintain high efficiency and deposition rate.55 The heated wire 
vaporizes the liquid in the vicinity and supplies heat for decomposition so that sili­
con is deposited on it. An arc has also been used for supplying the heat for 
decomposition,56 but does not appear applicable for high-purity silicon. 

2-6. SILICON TETRACHLORIDE AND TRICHLOROSILANE PROCESSES 

Both SiC14 and trichlorosilane (SiHC13 ) are now used in the manufacturing of 
silicon. Trichlorosilane will thermally decompose at a slow rate to give silicon. 
Silicon tetrachloride is apparently stable up to at least 1200°C. With hydrogen, 
however, either of them react and produce silicon with reasonable efficiencies and 
rates. While the overall reactions can be written as 

(1) 
(2) 

SiC4 + 2H2 ~ 4HCl + Si 
2SiHCla + 2H2 ~ 6HCl + 2Si 

these are gross simplifications. For example, in reaction (1) considerable SiHCla, 
SiC12 and long chain polymers occur as well as HCl and silicon, and reaction (2) 
probably proceeds as 

2SiHC13 + heat ~ SiC14 + H2 + Si 
Si04 + H2 ~ Si + HCl + polymers 

In either the hydrogen-reduction or thermal-decomposition process, lower tempera­
tures favor the production of very small, brownish particles. For example, at 
800°C most of the SiC14 reduction output will be powder. SiH03 decomposition 
at 830°C gives aggregates of fine powder. At l230°C the silicon begins to have a 
nodular appearance.57 Hydrogen reduction of either SiC14 or SiHCla above the 
lOOO°C range produces a distinctly crystalline looking deposit which may vary 
from dendrites to large, well-defined crystals such as shown in Fig. 2-4. 

(a) (b) 

Fig. 2-4. Photograph of different forms of silicon from trichlorosilane deposition (each piece 
approximately 1.5 in. long). 



Fig. 2-5. The silicon tetra­
chloride reduction process. 
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The use of trichlorosilane is favored over silicon tetrachloride because of faster 
deposition rates and because it is apparently easier to remove phosphorus and 
boron compounds from it. Figure 2-5 is a schematic of a typical SiCl4 or SiHCls 
silicon-production process. Numbers given in Ref. 58 for trichlorosilane are: 
(1) temperature of main deposition zone, 950°C; (2) initial hydrogen rate, 100 
liters/hr; (3) final hydrogen rate; 300 liters/hr; (4) all hydrogen bubbled through 
SiHCh initially at _9°C; (5) as hydrogen rate is raised to 300 liters/hr, SiHCh 
temperature is raised to - 5 ° C; (6) length of run, 100 hr; (7) amount of silicon, 
~1000 g. 

As might be expected, there have been almost as many reactors designed as 
there are investigators; these reactors vary from a simple heated quartz tube, 
through silicon-particle fluid beds59 and hot tantalum wires upon which deposition 
occurs, to deposition on high-purity silicon rods (for the highest-purity silicon). 
The quartz tube is very simple, may be resistance-heated, and produces predomi­
nantly dense silicon with some protuberances on the inside. The silicon bonds to 
the quartz, which must be removed by leaching in hydrofluoric acid. The loss of a 
quartz tube each run raises the processing costs, and the etching usually introduces 
contamination, as does the quartz tube itself. Various methods of preventing 
sticking and contamination have been proposed. One of these deposited a thin 
layer of carbon on the inside of the tube by the thermal decomposition of CH4.60 
A better scheme consists of depositing an additional layer of Si02 on the tube by 
the reaction of SiCl4 or SiHCh with high-purity water,61 or by the burning of SiI4 
and hydrogen in very pure air.62 The use of a tantalum tube for a combination 
heater and support for deposition reduces quartz costs and contamination, but still 
requires removal of the tantalum. Silicon-rod heaters eliminate these difficulties 
but do require a source of long, high-purity silicon rods.63,64 A photograph of a 
section of 4-ft by 4-in.-diameter silicon rod deposited in this fashion may be seen 
in Fig. 2-6. 
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Fig. 2-6. Section of a 4-in.-diameter 
deposited silicon rod. 

Various other gas-decomposition or reduction processes using SiBr4,27,65 and 
SiC1266 have been used, but apparently none of them have ever passed the labora­
tory stage, probably for economic reasons. 
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Silicon-casting Processes 

Several methods for the casting of silicon have been used in the past 60 years, 
and the articles cast have covered the range from dental mirrors1,* to pipes 
for highly reactive chemicals2 to precision infrared optics.3,4 The need for the lat­
ter put more emphasis on the perfection of casting techniques than any other 
application, but casting can also be used for silicon lot homogenization, prepara­
tion of rods for float zoning and the making of individual charges for crystal grow­
ing. Most of the work to date has been directed toward massive castings (optical­
quality castings up to 30 lb in weight have been made)5 but in the future, emphasis 
will probably shift to methods of producing thin sheets for device fabrication. The 
requirements for various end uses are somewhat different, so rather than consider 
processes for a specific application, the processes will be considered separately and 
their limitations discussed. 

3-1. MELTING IN MOLD 

In principle, melting the silicon directly in a mold should be the simplest method 
of all. There are, however, some fundamental difficulties. The mold material is 
usually slightly soluble in molten silicon and thus introduces unwanted impurities. 
The silicon bonds to many mold materials as it cools so that differential thermal 
contraction causes the silicon to shatter. It is also inconvenient to heat a mold for 
some shapes, e.g., a rod h in. in diameter by 3 ft long. 

Casting Perfection. The formation of sound castings must also be considered. 
This problem is, unfortunately, not independent of the mold material, since 
whether or not the silicon adheres to the container has a great influence on the 
casting integrity. However, for the present assume that the mold has been chosen 
so that either the silicon does not stick, the coefficient of expansion of the container 
and silicon are well matched, or that the container is weak enough to fracture 
before the silicon. The methods of attaining these conditions will be discussed 
later. 

If the free surface of the silicon is allowed to freeze first, the expansion of the 

* Superscript numbers indicate items listed in References at the end of the chapters. 

17 



1 8 Silicon Semiconductor Technology 

remainder as it freezes will cause the ingot to crack. To prevent this, cooling must 
begin at the bottom and move upward so that the last liquid to freeze is at the gas 
interface. A heater over the top of the mold may be used, or the mold may 
be moved slowly downward out of the hot zone, somewhat in the manner of 
a Bridgeman furnace. Care must be taken not to cool the ingot so fast that the 
thermal gradient between the center of the casting and the outside causes the 
breaking stress to be reached. 

Another type of flaw encountered is voids in the interior of the casting. These 
can be eliminated by casting in a vacuum; but, again, if freezing is allowed to pro­
gress in one direction only, any bubbles in the liquid will be moved along by the 
solid-liquid interface to the surface. 

A similar type of void can occur if high-temperature liquid is trapped and cooled 
(see Sec. 3-2) since it can occupy a greater volume at high temperatures than 
it does after freezing, even though there is a volume increase on freezing. Freezing 
to a free surface will also eliminate this difficulty. 

If the container has an expansion coefficient less than that of silicon, the silicon, 
after it is cooled, will have contracted more than the mold and, if it has not bonded 
to the container, will release. Likewise, if a plug were to be put into the mold, e.g., 
to cast a hollow dome, then the plug should have a higher coefficient so it can in 
turn shrink away from the silicon. In principle, this inner plug could be dispensed 
with entirely if the outer mold were rotated. Centrifugal force would then force 
the silicon to pile up on the outer walls of the mold and would produce a parabolic 
inner cross section. 

Fused Silica. Molten silicon reacts with fused silica to form silicon monoxide 
(which vaporizes) and oxygen.6 If the reaction progresses long enough, the 
molten silicon becomes saturated with oxygen (about 3 X 1018 atoms/cm3 of 
melt),* and then only silicon monoxide is liberated, but with no apparent change 
in reaction rate. In addition, since the fused silica is being dissolved, any impuri­
ties in it are also being added to the melt along with the oxygen. F or optical 
castings, the impurities added from the container are insignificant, but if the goal 
is to densify, or homogenize, a silicon lot, then the contaminants can downgrade 
the silicon quality. Boron is the worst offender (1 to 2 ppb can easily be added to 
the melt) though aluminum is apparently present in many cases.t In any event, 
the quantities are so small that they are detectable only by the more sophisticated 

* This number is based on Kaiser and Keck's (J. Appl. Phys., voL 28, pp. 882-887, 1959) value 
of approximately 2 X 1018 atoms/cm3 of oxygen in the crystal, and a segregation coefficient of 
somewhere between 1, as they estimated, and 0.5 as given by F. A. Trumbore (Bell System 
Tech. J., vol. 39, pp. 205-231, 1960). 

t It is known that aluminum can be incorporated into a growing quartz crystal in appreciable 
quantities. Most fused silica is made from natural quartz, so it is quite possible that aluminum 
would be found in some or all such fused-silica ware. It has also been observed that fused silica 
made from the reaction of oxygen with very pure silicon tetrachloride softens at a somewhat 
lower temperature than that made from natural quartz. This has led to the speculation that the 
increased softening point of the natural fused silica is due to the inclusion of aluminum. Experi­
ments have shown that the addition of a fraction of a per cent of a1uruinum to the cheruically 
prepared fused silica does indeed increase the softening point to a value close to that of the natu­
ral product. 
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analytical methods such as neutron activation analysis or solids mass spectrometry. 
Since the amount of silica dissolved is a function of exposed surface, then in prin­
ciple larger-diameter containers, preferably spherical, would reduce the melt 
volume-to-surface ratio and reduce overall contamination. The larger the diame­
ter, the hotter the outside must be in order to melt-in in a reasonable time, and if 
the silicon-fused silica reaction rate increases with the temperature, it is quite pos­
sible to introduce more impurities by this method. If the melt-in temperature is 
kept lower, then the reaction rate is slowed down, but it also takes longer to com­
pletely melt the charge, so that again the final impurities level could be higher 
than that produced in a smaller container. 

Molten silicon apparently does not wet clean fused silica since the silicon will 
not leak out through small holes in the silica liners. However, as silicon freezes 
it bonds to fused silica and, because of the great difference in thermal expansion 
coefficients, both silicon and container usually fracture during cooling. This occurs 
only below about 650°C. Above that temperature the silicon will flow plastically 
enough to strain relieve itself. Breaking occurs, not because of thermal shock, but 
because of the stress between the silica and the silicon so that slow cooling will not 
prevent it. One method which will prevent breakage is to use such a thin-walled 
fused-silica container that it will stretch elastically enough to prevent the breaking 
strength of the silicon from being reached.7 The thickness varies somewhat with 
the ingot cross section, but for I-in. diameter, the maximum wall thickness is 
about 0.004 in. Such thin-walled containers are very fragile and this process is not 
recommended although it was used for silicon zone-refining experiments before the 
advent of the float-zone technique. If a mechanically sound ingot is not required, 
then the above method is very convenient. Such a use would be the densification 
of silicon from needles to chunks. 

Fused silica gradually devitrifies and becomes structurally quite weak as thermal 
cycling proceeds. It has been suggested to make use of this weakened form as a 
casting container so that it, rather than the silicon, would shatter during cooling.8 

The devitrification product is cristobolite, which has an expansion coefficient much 
closer to silicon than has the original fused silica. This process is difficult but was 
used extensively during World War II for producing material to be used in micro­
wave diodes. 

The possibility of making containers of pressed or lightly sintered fused-silica 
powder presents itself, but the temperatures required to melt silicon causes the 
powder to fuse together. 

A possible method of obtaining large ingots of simple shape is the "ice cube" pro­
cedure.9 ,lo In this method the silicon is melted in the fused-silica container, and 
allowed to cool until the ingot and container are only slightly above the tempera­
ture at which cracking occurs. Then high-intensity heating is used to raise the 
temperature of the container walls sufficiently fast to melt the ingot free; thus it 
will slide from the container much in the manner an ice cube is removed from its 
freezing compartment. Such a process has been demonstrated to be feasible on a 
small scale (buttons remaining in the bottom of a 2-in.-diameter container after a 
normal crystal-growing operation can be easily melted free) but presumably has 
not been scaled up any larger. Another method of eliminating cracking is to use 
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an additive to prevent the silicon from bonding to the fused silica. For example, 
1 per cent gold in the silicon will prevent sticking, although the ingot itself will 
usually crack. The beryllium added to silicon used for microwave diodes in the 
early 1940s apparently performed a similar function. 

Other Oxides. Other refractory oxides have been studied, but it has been shown 
that theoretically they are all somewhat soluble in molten silicon.ll In spite 
of these predictions, beryllium oxide and aluminum oxide have been tried and, as 
expected, were soluble enough to raise the impurity content above that which could 
be tolerated for optical use (>2 X 1014/cm3 of Group IIU or VA). It has been 
suggested that single-crystal aluminum oxide (sapphire) might be more slowly 
attacked than the sintered varietyp but its inability to withstand appreciable ther­
mal shock has hampered experiments. 

Metals. All metals on which there are data dissolve in molten silicon, and 
a great number of them form eutectics at a much lower temperature. They are, 
therefore, useful only if kept cool. 

Silicon Carbide. Silicon carbide is wet by molten silicon and is also slightly 
soluble in it. This solubility is determined by the carbon solubility in silicon, which 
is shown in Fig. 3-1 as a function of temperature.13 

If a silicon-carbide crucible containing silicon is heated well above the melting 
point of silicon and then cooled, the excess carbon dissolved at higher temperatures 
precipitates on the crucible wall in the form of small, yellow, f3 silicon-carbide crys­
tals as cooling occurs. The segregation coefficient of carbon in silicon is probably 
less than 10-4 ,* so, if casting is done in such a container, most of the carbon will 
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* Based on a radioactive carbon analysis done by Graydon Larrabee, private communication. 

I I I 
!<iC decomposes at 2830·C 

I 

"-

~ 
\ 

\ 
\ 

Melting point of Si~ 
'I II 

Fig. 3-1. Solubility of carbon in molten 
silicon. (After Scace and Slack.13 ) 

3000 2500 2000 
·C 

1500 1000 



Silicon-casting Processes 21 

be rejected by the freezing silicon, and there will be little contamination of the sili­
con unless it were to precipitate along grain boundaries. 

The problem of obtaining a silicon-carbide crucible is a little involved. The 
usual variety of sintered silicon carbide is too porous; in addition, since apprecia­
ble silicon and carbon is removed from the container, any included impurities will 
be added to the melt. Probably most of the offenders come from the commercial­
grade silicon (98 per cent silicon) used to make the silicon carbide. 

It is possible to start with a graphite crucible and let the molten silicon react with 
it to form a silicon-carbide layer. Though not interpreted in this manner, appar­
ently such a process was used as early as 1911 since mention is made in a patent 
of melting silicon in a graphite crucible.14 

Unfortunately, the majority of the high-purity graphite available today is some­
what porous, so the silicon will penetrate the cracks and form silicon carbide there, 
as well as on the surface. There is a volume increase during the silicon-carbide for­
mation so that the cracks expand and extend until catastrophic failure occurs. 
Some graphites are suitably dense to be usable, although it has been reported that 
if the melt is taken up to 1900°C all available grades fail. 15 Rather than make the 
whole crucible of a dense graphite, it is possible to use any convenient variety and 
deposit an impervious pyrolytic graphite coating over the surface. Thin layers of 
nonporous high-purity silicon carbide can be vapor-deposited directly on graphite 
and eliminate most of the problems just mentioned. 

The expansion coefficient of graphite is similar to that of silicon; in addi­
tion graphite is relatively weak in tension (approximately 1,000 psi) so that a sili­
con ingot should not be broken during cooling. As far as is known, 2-in.-diameter 
castings are the largest that have been made by this process, but there seems to be 
no reason why diameters could not be scaled up at least one order of magnitude. 

Silicon Nitride. Silicon nitride makes an acceptable mold for silicon and is 
sometimes used in the casting of optical components.16 Usually any of the silicon 
nitride which adheres to the silicon will flake away from the body of the mold to 
affect release. It is possible that the bonding that does occur is due not to the sili­
con adhering to silicon nitride, but rather to the thin layer of silicon dioxide which 
is quite often present on the surface of the silicon nitride. If some of the nitride 
dissolves, the only impurity (other than those in the silicon nitride) would be 
nitrogen, which is either electrically inactive in silicon or else has an extremely low 
segregation coefficient. 

Silicon nitride molds are normally made by slip-casting powdered silicon and 
then nitriding in either a nitrogen or an ammonia atmosphere at about 1300°C.17 
Containers lined with a thin layer of silicon nitride are also used and are made by 
coating the inside of a fused-silica or graphite crucible with a thin slurry of high­
purity semiconductor-quality silicon and then nitriding,18 

Boron Nitride. Silicon ingots do not stick to boron-nitride molds,19 but p-type 
contamination invariably occurs. 

Liquid Molds. Another unique method of mold construction consists in con­
fining the molten silicon in another liquid which does not react with it.20 This can 
be accomplished by floating the silicon on top of a liquid of higher density. Sur-
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Outer container such as graphite 

Fig. 3-2. Liquid mold for molten silicon. 

face tension will keep it intact if there is only a small quantity of silicon, or the 
assembly may be rotated so that centrifugal force keeps the two liquids separate 
and forces the silicon to the center of the container. The first method would be 
appropriate for long, small cross-section rods being zone-refined, the latter for 
larger quantities such as required for crystal growing. These methods are illus­
trated in cross section in Fig. 3-2. 

The containing liquid, besides having a higher density than silicon, must melt at 
a lower temperature, not react with it, be virtually insoluble in it, and boil at 
a temperature considerably above 1400°C. Likewise, when the containing liquid 
does freeze, it must not bond so tightly to the silicon that differential contraction 
breaks the whole assembly, and it must be readily soluble in something that does 
not attack silicon. 

Strontium chloride has been suggested as a suitable material, though it is not 
clear how much strontium and chlorine can be dissolved in silicon nor what effect 
these have on the electrical properties of silicon. 

This process was described only shortly before the advent of the float-zone 
method of refining silicon, so there has apparently been little effort spent search­
ing for liquids that will meet all the requirements just listed. 

Cold Molds. By heating the silicon inductively and using a water-cooled work 
coil to contain it and act as a mold, melting and subsequent cooling can be 
affected.21- 23 Both silver and copper have been successfully used. It is not clear 
whether levitation lifts the molten silicon free of the container or whether the high 
thermal gradient across normally present oxides keeps the metal surface at a low 
enough temperature to prevent alloying. This process has been used for both 
zone-refining silicon and casting into ingots. 

3-2. POURING INTO MOLD 

One of the first molds suggested for silicon was dry sand coated with talc to dis­
courage sticking.14 For chemical ware, where high purity is not required, this is 
acceptable, but not for the majority of present day usage. 

If a hot mold is used, sound castings are more easily obtained, but because of 
the high reactivity of silicon, mold contamination can be quite severe. If a cold 
mold is used, so that the silicon freezes on contact, the contamination can be vir-
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tually eliminated, but crack-free castings are difficult to achieve. The problems 
associated with hot-mold casting differ little from those of melting in mold, so the 
remainder of this section will be devoted to cold molds. 

Recent cold-mold castings have been used primarily for small sizes, in applica­
tions where cracks or bubbles are not necessarily detrimental, and where the utmost 
in purity is desired. 

Rods 16 in. and larger in diameter are used as starting material for fioat zoning, 
and are often cast (though more often the silicon is manufactured directly in rod 
form). This casting is usually done by transferring molten silicon to a fused-silica 
tube surrounded by a water-jacketed metal tube. The fused silica is then kept cold 
enough to immediately freeze the silicon that comes in contact with it, so that little 
contamination or sticking occurs. There are, however, other problems to be 
considered. 

l. Fused-silica tubing is of nonuniform bore, so that the cast rod is pinned in 
position. The tube must be broken to free the rod, and this broken tube 
represents an appreciable portion of the casting cost. 

2. Because of volume changes associated with cooling silicon, it is difficult to 
obtain sound casting. This change of volume is depicted schematically in 
Fig. 3-3. 

If the temperature of the melt, just before pouring into mold, were T1, 

then immediately after freezing it would occupy the same volume it did 
when poured and there would be no voids or excess. Deviations in tem­
perature would then either produce a casting with holes or else one that 
would break the mold and possibly itself as well. Normally, one or the 
other of these two undesirable circumstances happens, so the temperature 
is usually deliberately chosen to give voids, but nevertheless the rods are 
intact and can thus be readily used in the zone refiner. 

3. With the larger cross sections, the thermal gradients are very severe and 
usually cause casting failure, even if all other conditions are optimum. 

The tubes may be filled either by direct pouring or by pumping a vacuum on the 
tube and sucking in the molten silicon.24 

For silicon lot homogenization, and dope and charge making, similar techniques 
can be used, though the tube diameters are usually larger. Here the voids are 
detrimental because saw debris collects in them and is virtually impossible to com­
pletely remove. A more satisfactory method is to substitute a long trough for the 
tube so that again, as was described in Sec. 3-1, the freezing interface can move in 
the direction of a free surface. 

Fig. 3-3. Silicon change in volume versus 
temperature. 
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Well-cooled metal tubes may be substituted for the fused silica, but care must be 
taken to insure that no hot spots occur (such as localized boiling of the coolant) 
which will allow the metal to reach a temperature high enough to react with 
the silicon. 

Cool fused-silica molds have been investigated for use in casting optical-quality 
ingots. In this application, the mold temperature needs to be high in order 
to reduce the likelihood of breaking the ingot due to thermal shock, and yet must 
not be hot enough for the silicon to stick to the fused silica. Limited success has 
been reported when the mold was held at about 1050°C.25 

3-3. AMBIT CASTING 

The better parts of the cold-mold and the casting-in-mold techniques have been 
combined in ambit casting.4,5,26 In this process a cold plug (corresponding to the 
cold mold) is immersed in a container of molten silicon. The first silicon in con­
tact with the plug will freeze around it and prevent melt contamination. Further 
freezing will progress outward from the plug so that there is always an unconfined 
liquid-solid interface. This process is illustrated in Fig. 3-4. The freezing rate can 
be controlled by the melt and plug temperature so that thermal shock will not be 
severe enough to cause cracking. Ideally, the plug material should have a thermal 
expansion coefficient greater than that of silicon so that as the assembly cools, the 
silicon shell will drop off. Figure 3-5 is a graph of temperature versus time for the 
plug and casting. 

At the time 0, the plug, initially at some temperature below the melting point of 
Spin shaft Graphite plug silicon, is plunged into the melt. From then 

until the time for removal from the melt, the 
freezing silicon will cool slowly while the aver­
age plug temperature goes up. During this 
time the silicon will be contracting and the 
plug expanding. If the silicon temperature is 
above that at which plastic flow occurs, and if 
the rate of strain is not enough to cause work 
hardening, no failure of the shell will occur. 
When removed from the melt, both the silicon 
and plug start cooling, but at different rates. 
The silicon, being on the outside, will cool 
much more rapidly than the plug. Unless the 
thermal expansion coefficient is much larger 
for the plug than for the silicon, the silicon 
must strain relieve itself by plastic flow. When 
the silicon temperature drops below its plas­
tic region, no more strain relief can occur. 
However, as the temperature gets lower, the 
cooling rate decreases since cooling is primar­
ily by radiation, which varies as the fourth 
power of temperature. The plug is still at a 

Silicon melt Cost-silicon shell 

Spin shaft Graphite plug 

Cost silicon 

Fig. 3-4. Ambit casting. 
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Fig. 3-5. Cooling curves for silicon and plug. 

higher temperature and may now be cooling at a much higher rate than the silicon. 
Thus in the region between the cessation of plastic flow and the removal of the 
casting from the plug, it is possible for the plug volume to reduce more than the shell 
volume even if its coefficient of expansion is considerably less than that of silicon. 

It is then, in principle, possible to choose a temperature cycle so that crack-free 
castings can still be produced even if the thermal expansion of the plug is less than 
that of the silicon. It is also possible to choose plugs and cycles that will cause 
the silicon shells to break quite violently. 

Graphite has been found to work very well as a plug material, though some care 
must be taken in the cycle since the total expansion of graphite is somewhat less 
over the temperature range below plastic flow than the expansion of silicon. 

Fig. 3-6. Ambit-cast silicon domes. 



Fig. 3-7. Ambit-cast silicon plate 13 in. in diameter. 

Fig. 3-8. Silicon-casting machine which has provisions for intermittent feed and a lock for the 
removal of cast plates. 
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This process was originally conceived to manufacture domes, though, by using 
flat-faced plugs, plates can also be produced. Domes up to 8 in. in diameter and 
plates 13 in. in diameter and 2 in. thick have been made in this fashion. Figures 
3-6 and 3-7 are photographs of such items. Figure 3-8 is a sketch of the machine. 
This version is capable of continuous operation since silicon can be added through 
a tube at the side, and the domes or plates can be removed through a lock on top 
of the chamber without disturbing the melt. 
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4 
Crystal Growth 

Since most semiconductor devices require single-crystal material, a vast amount of 
effort has been spent over the past several years in perfecting growing techniques. 
Just the growing of crystals has not been enough, however, because in general, a 
specific doping level within the crystal is desired. Therefore, not only the condi­
tions for proper crystal growth, but also the behavior of small amounts of impurity 
atoms originally distributed in the melt must be understood. 

4-1. CRYSTAL-GROWING ENVIRONMENT 

Crystal growth can be divided into four broad categories,l,* each of which has 
several subdivisions. 

1. Crystallization from a one-component system. (Note that small amounts 
of impurity may shift growth from this type to growth from a multicom­
ponent system.) 
a. Crystallization from liquid of same composition. 
h. Crystallization from a vapor of the same composition. Evaporation and 

subsequent regrowth in a vacuum is an example of this. 
c. Crystallization in the solid state from other crystals. This could include 

growth of larger crystallites from small ones during heat treatment 
(applicable to silicon), and polymorphic transitions such as that of gray 
to white tin. 

2. Crystallization from a multicomponent system in which the material to be 
grown is already present. This one can be divided into the same three sub­
divisions as the one-component system, but in addition, each of those can 
be further divided into two more subdivisions. 
a. The "solvent" is only slightly soluble in the solidifying component. An 

example of this would be a silicon crystal grown from a silicon-gold 
mixture. The growth of crystals from aqueous solutions would likewise 
be included. It should also be noted that the lion's share of literature on 
crystal growing deals with crystallization from water. 

* Superscript numbers indicate items listed in References at the end of the chapter. 
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b. Large quantities of two or more of the components are incorporated 
into the crystal, e.g., the growth of gallium-arsenide crystals from a 
gallium-arsenic melt. 

3. Crystallization from a multicomponent system in which the material is 
formed as the crystal grows. 
a. The reaction occurs throughout the volume in which the reactants are 

present. This can include both combinations and decomposition. Very 
likely the reaction rate will exceed the limits of crystal growth so that 
very small crystallites may result. An example of this is the formation 
of silicon "fluff" from the decomposition of silane when the whole gas 
stream is heated above about 400 0 C. 

b. The reaction takes place only at the surface of the crystal. This occurs, 
for example, when silicon is deposited on a hot substrate from the 
hydrogen reduction of silicon tetrachloride. 

4. Growth from the crystal of another compound. For example, phosphorus 
can be diffused into gallium arsenide to form gallium phosphide.2 

4-2. TYPES OF CRYSTAL GROWTH 

In addition to the various categories just discussed which describe the chemical 
environment of the growing crystal, there are two physical modes of interest. 

1. Crystallization in which the whole mass can be single crystal and the faces 
are developed according to the relative growth rates. In most cases this 
ideal shape is modified by externally imposed conditions such as thermal 
or concentration gradients, container boundaries, or continued withdrawal 
from the melt. These crystals may vary in size from microscopic flecks to 
some weighing many pounds. Figure 4-1 shows some tiny octahedral 
crystals of silicon grown from the vapor. Their dimensions are on the 
order of a few thousandths of an inch. Figure 4-2 is a photograph of a sili­
con crystal which weighs in excess of 6 lb and was grown from the melt. 

2. Crystallization in which the shape is determined primarily by specific crys­
tal imperfections. Examples of this are the dendritic, blade, and whisker 
growths of silicon. 

Fig. 4-1. Octahedral silicon crystals grown 
from the vapor. Magnification is approxi­
mately 200 X. 
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Fig. 4-2. Six-inch-diameter silicon crystal grown by the Teal-Little method. 

Dendrites* are very rapidly growing crystals containing a series of twin planes 
which make nucleation easiest in one particular direction ([ 211] for silicon). 3 

Such growths are often observed shooting across the otherwise molten surface of 
silicon immediately after reducing power in a crystal puller. Figure 4-3 is a photo­
graph of a maze of dendrites pulled from a supercooled melt. Figure 4-4 shows a 
single dendrite deliberately grown under more controlled conditions. 

Blade growth, first observed at Bell Telephone Laboratories,4 appears to be the 
vapor-phase analog of dendrite growth in a melt. These crystals are normally very 
small (a few millimeters long, a few hundred angstroms thick) and again grown 
very rapidly in the [211] direction. Apparently however, only one twin plane is 
present in them, compared to two or more in the dendrites. 

• Treelike structure. 

Fig. 4-3. Silicon dendrite maze pulled from 
the melt. The overall length is 4-in. 
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Fig. 4-4. Silicon dendrite. 

Fig. 4-5. Mass of silicon whiskers grown 
from the vapor. 

Whiskers of silicon are also grown from the vapor. They grow rapidly in the 
[ 111] direction, are hexagonal in cross section, and have a screw dislocation 
running lengthwise. Figure 4-5 is a photograph of a mass of silicon whiskers. 

4-3. CRYSTALLIZATION FROM A ONE-COMPONENT SYSTEM 

The simplest form of crystal growing from a single-component system consists 
merely of melting and subsequent uncontrolled freezing. This gives rise to the 
familiar "cast structure" which consists of myriads of randomly oriented single-

Fig. 4-6. Silicon crystal which grew in "spill­
over" of a casting. 



Fig. 4-7. Top of a silicon-cast ingot showing 
well-developed octahedral crystal faces. 
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crystal grains. The size of the grains depends on the rate of cooling and may 
range from microscopic for a rapid quench, to quite large crystals if the cooling is 
slow. Silicon expands when it freezes, so instead of there being voids in the cast­
ing, there will usually be some spillover. Often this final bit of molten silicon 
freezing will generate single crystals which have well-defined faces. Figure 4-6 
shows one such crystal chipped from the top of a silicon casting. Figure 4-7 is a 
photograph of a complete ingot with some faces defined in the spillover. 

Because trusting to luck usually does yield small crystals of random orientation, 
numerous methods have been devised to weight the odds in favor of given orienta­
tions and predetermined sizes of crystals. 

Tammann5 discovered that if a molten metal is confined in a capillary tube, and 
allowed to slowly freeze from one end, only a few crystallites would form, and that 
since there is usually some preferred growth direction, if the tube were long enough, 
a single crystal would survive. This concept was next extended to a larger tube 
pointed on one end so that by the time freezing had proceeded to the main body 
of the container, only a single crystal remained. Refinements of this process, such 
as those by Bridgeman and Stockbarger, have led to the equipment illustrated in 
Fig. 4-8. In this arrangement, a two-zone furnace is normally used. The bottom 
part of the furnace is held just below the freezing point of the material to be crys­
tallized. Thus, when a crucible containing the material is 
gradually lowered through the furnace, freezing occurs 
selectively from the bottom. An additional refinement 
can be obtained by placing a single-crystal seed in the bot­
tom of the container, and never allowing it to become 
completely melted. In this manner preoriented crystals 
may be grown. Such methods are widely used to grow 
crystals of metals and alkali halides.6 They are particu­
larly applicable where inert container tubes can be found, 
and where the material to be grown contracts upon freez­
ing, or at least does not stick to the crucible walls. Unfor- Fig. 4-8. Bridgeman 
tunately, silicon falls in neither category and so has not crystal-growing appa­

been successfully grown by this relatively simple process. ratus. 
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Nacken5 conceived the idea of causing freezing, 
not by changing the heat input to the melt, but by 
heat flow to a continuously cooled seed. His 
equipment was somewhat complicated and is 
shown in Fig. 4-9. 

K yropoulas5 simplified the process to that shown 
in Fig. 4-10. In its original form, a metal plug 
was first plunged into the melt, and then, after 
some suitable size polycrystalline boule had fro­
zen onto it, was withdrawn until only a small area 
of the frozen mass touched the melt. In principle 
only one or two crystals would then be in contact 
with the surface and could serve as seeds as the 
remainder of the melt froze. This method was 
later modified to allow a single-crystal seed to be 
substituted for the metal plug, and thus one step 
in the process was eliminated. Then, except for 

Fig. 4-9. Nacken's method of the simplicity, it is essentially that of Nacken. 
growing crystals from the melt. Czochralski5 further improved on the system 

by making provisions for continuously withdraw­
ing the seed from the melt. A sketch of such equipment is shown in Fig. 4-11. 
Teal and others7 have applied this system very effectively to the growing of silicon 
and germanium, and indeed, most of the discussion concerning silicon crystal growth 
from a melt will revolve about the Teal-Little modification of the Czochralski method. 

(b) 

(a) 

Fig. 4-10. The Kyropoulas crys­
tal-growing method. Insert (b) 
shows the method of seeding a 
single crystal from a polycrystal­
line growth. 

Verneuil,5 in the 1890s, originated a system for 
growing single crystals of refractory oxides. In this 
system, shown in Fig. 4-12, the top of a seed is 
heated to somewhat above the melting point and 
then powdered feedstock slowly added. Simulta­
neously with the addition of material to the melt, 
the seed is lowered so that there is continuous 
freezing, and so that the level of the top of the seed 
remains fixed. The original version of this process 
used an oxyhydrogen torch to melt the seed; this 
would not be applicable to silicon since even with 
a reducing flame there would be enough oxygen 
present to form an oxide layer and prevent single­
crystal growth. A modern version of this process 
which used electron beam heating has been tried 
however, but was not particularly successful.8 

In 1952 Pfann originated a combination purifica­
tion, crystal-growing process in which a charge 
placed in a horizontal boat has a narrow zone 
melted in it by localized heaters surrounding the 
boat.9 The molten zone is then slowly moved 
from one end of the boat to the other so that, 
as melting occurs on the forward end of the zone, 



freezing takes place at the trailing end. This is illustrated 
in Fig. 4-13. If the original zone is allowed to partially 
melt a single-crystal seed, as the zone moves the single 
crystal will propagate down the boat. Such an arrange­
ment works very well for semiconductors like germanium 
and indium antimonide, but as described in Chap. 2, all 
presently known crucible materials stick to the silicon and 
cause cracking. 

Keck and others10 took the zone-leveling process, turned 
it on end, threw away the boat, and used surface tension to 
hold the molten zone in place. This is shown in Fig. 4-14. 
It is referred to as the "float-zone method" and is very well 
suited for growing single crystals of highly reactive mate­
rials like silicon. 

All the systems described thus far are predicated on no 
phase change between the melting point and room tempera­
ture and on no decomposition of the melt. In the case of 
silicon, both these requirements are met. In the event that 
they are not fulfilled, then growing from a multicomponent 
system may be appropriate, or in the case of possible decom­
position, growing under pressure may suffice. For exam­
ple, good crystals of cadmium sulfide can be grown by the 
Stockbarger process if the container atmosphere is main­
tained at about 100 atm.ll 

Crystals may also be grown from a vapor-phase single­
component system. The most common of these is shown 
in Fig. 4-15. In this method polycrystalline material is 
placed at one end of an evacuated tube which is in tum 
placed in a temperature gradient. If the feedstock is in the 
hot end, then it will be slowly transported to the cold end 
and may grow large single crystals. Silicon may be grown 
in this fashion, but its low vapor pressure combined with 
the inability to properly contain itself at high temperatures 
limits the growth rate. On the other hand, elements like 
zinc which have a high vapor pressure can be successfully 
grown by this method.12 

The limitation of a low source temperature may be 
removed by having a larger vacuum chamber in which the 
feed material can be isolated and heated to any desired 
temperature by induction, radiation, or an electron beam. 
This system then becomes essentially that of a standard 
vacuum metallizer. Single-crystal silicon has been grown 

Heater 
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Fig. 4-11. Czochralski 
crystal-growing equip­
ment. 

Fig. 4-12. Verneuil 
crystal-growing equip­
ment. 

Fig. 4-13. Zone-leveling apparatus of 
Pfann. (~ 

Seed Melt Polycrystalline ingot 
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in this fashion,13,14 but the crystal perfection has in gen­
eral been poor. The reasons for this are not clear, but it 
is possibly because of the inability to maintain a good 
enough vacuum to have essentially a one-component 
system. 

When strained polycrystalline materials are heat-treated 
there will usually be some grains that will grow at the 
expense of others. 5 This process was first described by 
Sauveur in 1912 as a method of deliberately growing large 
single crystals. It has been used successfully on metals such 
as aluminum, iron, and tungsten, and for many organics. 

It is apparently this sort of mechanism that allows 
mechanically polished silicon to be used as seed stock for 
growing crystals from the vapor phase. That is, when the 
silicon is heated, the smeared outer surface regrows as a 
continuation of the underlying single-crystal substrate. 

4-4. GROWTH FROM MULTICOMPONENT SYSTEMS 

Crystal growth from a liquid multicomponent system is of course somewhat 
more complicated than that from a single-component system, but in return it usu­
ally allows growth at considerably reduced temperatures. The most widely dis­
cussed of all crystal-growing methods, i.e., growth from aqueous solutions, comes 
under this category. This process may be described as follows: Consider that at 
some temperature and volume a suitable solvent is saturated with the material to 
be grown; then, if the temperature is reduced, or the volume of solvent decreased 
by evaporation, the solution will become supersaturated; and finally a precipitate 
will form. If the change in temperature or volume is slow enough, well-developed 
single crystals can be grown. Thus silicon may be dissolved in some low-melting­
point metal such as indium or gallium and then regrown at temperatures consid­
erably below the melting point of silicon itself. Indeed, it is this type of crystal 
growing that is used to produce the familiar alloy junctions found in many tran­
sistors and diodes. 

Likewise, the addition of doping agents to a silicon melt changes it to a multi­
component system, but in general the growing procedures for this specific case are 
very similar to those for growth from a single component since the dope is usually 
a very small fraction of the total material supply. Conversely, as may be seen by 
reference to the appropriate phase diagrams, when silicon crystallizes from most 
metal solutions there is little of the solvent dissolved in the silicon. There are a 

--------- ..... , , 
r ~ " !-/Temperature 
~ '¥ gradient 
~OQQ,..----->-:'\ , , , 

Fig. 4-15. Procedure for growing crystals from 
their vapor. 
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few instances however where this is not the case. For example, silicon and 
germanium form alloys with a continuous range of composition from 100 per cent 
silicon to 100 per cent germanium. 

Single crystals of many materials can be grown by electrolytic deposition from 
a suitable bath.5 Usually the baths are aqueous, but may be organic or even of 
fused salts. There has been limited success in depositing single-crystal silicon from 
low-temperature organic baths. 

The vapor-phase growth of single crystals of metals dates back at least to 1923 
when Van Arkel described a method of reducing a halide of tungsten with hydro­
gen on a hot single-crystal tungsten filament and continuing single-crystal growth,15 
Polycrystalline silicon was being deposited in 194316 and single-crystal germanium 
by 1951,17 

Two multicomponent vapor-growth systems are now in use for silicon.18,19 

1. A closed tube in which the silicon is transported from a source to substrate 
by a disproportionating reaction of 

Si + 12 ----? 2Sil2 ----? Si + Sil4 

High 
temperature 

L;w 
temperature 

2. Reduction or pyrolytic decomposition, wherein the material is deposited on 
a heated substrate by chemical reduction, e.g., 
a. SiH4 ----? Si + 2H2 
b. SiC4 + 2H2 ----? Si + 4HCl 
c. SiHCl3 + H2 ----? Si + 3HCl 

Thermocouple 

Ceromic furna ce -". 

· · · 
b~ · · · · 

on-----: 
Substrate region 

Asbestos wro p 

Substrate sil ic · · · · Heater windin g · · · · 
rod 

· 
Quartz support 

----MIS 
Quartz reaction t ube 

Source silicon ~8 · · · · · · ~'---, · · · 1100· 800· 
A pproxi mate temperotu re 

Fig. 4-16. Closed-tube silicon epitaxial deposition using the iodide disproportionation process. 
( Wajda and Glang. 18) 
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Fig. 4-17. Dynamic silicon epitaxial deposition system using the hydrogen reduction of silicon 
tetrachloride. 

Simultaneously with the silicon deposition, appropriate dopants may be code­
posited by similar reactions. These two processes are shown schematically in 
Figs. 4-16 and 4-17. 

Of all these methods, the Teal-Little and float-zone methods, growth from low­
melting-point metals, and vapor-phase deposition are the ones most widely used 
for silicon. Accordingly, each of these, except float zoning which is fully described 
in Pfann's book "Zone Refining,"9 will now be examined in considerable detail. 

4-5. TEAL-UTILE 

The normal crystal-growing procedure is to dip a seed into the melt, wait for 
thermal equilibrium, slowly reduce the power input at the edge of the crucible until 
the proper crystal diameter has been reached, and then slowly withdraw the crystal 
from the melt. The radial temperature gradient along the surface of the melt must 
then be large enough to prevent the usual random temperature fluctuations (due 
to less than perfect temperature control) from causing the outer edge of the melt 
to freeze while leaving the middle too hot to allow crystal growth. 

A rough sketch of the equipment was shown in Fig. 4-11. However, Fig. 4-18 is 
a much more detailed view of a "typical" crystal puller. There have been approxi­
mately as many modifications of the mechanical details as there have been investi­
gators, but they all incorporate a method of carefully controlling the temperature 
of the silicon container and of smoothly withdrawing the crystal from the melt. In 
addition, most designs have means of spinning the crystal as it grows, and many 
also rotate the crucible. 
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A crystal-puller operator then has at his disposal during the growing operation, 
the ability to change the temperature of the crucible, the amount of stirring of the 
melt (by speed of rotation of seed and/or crucible), and the rate of withdrawal of 
the crystal. In addition, indirectly through the equipment designer, some control 
may be exercised over thermal gradients within the melt-crystal system. 

In growth from the melt there are two possible rate limiting steps. One is the 
time required for atoms within the liquid to diffuse to an appropriate crystal site. 
This time is usually very short, and in most systems will not be the mechanism 
limiting growth rate, though it does have a considerable influence on impurity dis­
tribution. It will be discussed at some length a little later. The second rate limiter, 
and the one normally of most importance, is the requirement that the latent heat 
of fusion be removed from the crystal-melt system. There are in principle two 
ways by which this heat may be removed: (1) It may be removed through the 
body of the crystal itself as shown in Fig. 4-19a; (2) the liquid near the liquid-solid 
interface may be supercooled by a heat sink other than the crystal. This possibility 
is shown in Fig. 4-19b. Because of the high probability of spurious nucleation at 
the highly supercooled liquid-container boundary, the geometry of Fig. 4-l9b 
is seldom used. (It is, however, a requirement for high-speed dendrite growth.) 

t t Pull mechanism 

1~--tI------Pull shaft 

I~o(~---Silica 

growing chamber 

Seed chuck 

Seed crysta I 

Cool ing water 

fI~~.~~:tf------Silca liner 
Graphite susceptor---#9RI-~~Vj 0,,1<----- Heater coil 

COOling-water 
channels 

1i 
O-ring seal Thermocouple 

Fig. 4-18. "Typical" crystal puller. 



40 Silicon Semiconductor Technology 

Heat lost by seed conduction 

/ 

~ Crystal ~ Heat loss by radiation 

~ ~ 

Melt ,,:'::.-===--::=:':~ Tml 

'Tm2 
Tm2 > Tml > Melting point 

(a) 

~ Crystal ~ Heat loss by radiation 
~ ~ 

Melt '~:.==::-:.;-='X... Tm 
--~ Tm2 Melting point> Tml >Tm2 

f f f f f 
Heat loss 

(b) 

Fig. 4-19. (a) Temperature gradients near crystal for normal crystal growing. (b) Tempera­
ture gradients near crystal for supercooled melt. 

For the case of Fig. 4-19a, the heat balance equation can be written as follows: 

Latent heat + heat transferred to crystal from melt = 
heat conducted away from the interface by the crystal ( 4-1) 

L dm + kl dT Al = ks dT A2 (4-2) 
dt dXl dx2 

where L = latent heat of fusion 

dm/ dt = amount freezing per unit time 
T = temperature 

kl = thermal conductivity of the liquid 
dT/dx l = thermal gradient in the liquid at some point Xl close to the interface 

Al = area of the isotherm which goes through Xl 

ks = thermal conductivity of the solid 
dT/dx2 = thermal gradient in the solid near the interface 

A2 = area of the isotherm through X2, which will be approximately the area 
of the crystal (exactly, if the isotherm is planar and perpendicular to the 
growth direction) 

dm 
dt = vAci> = (Vp + Va)Ac (4-3) 

where v is the growth velocity and is equal to the pull rate Vp plus the rate of drop 
of the liquid surface Va, and Ac is the area of the crystal at the liquid-solid inter­
face. If the interface is nearly fiat, then Ac;:::::; 'TTr2, where r is the radius of the 
crystal at the interface. Va arises because as material is removed from the cruci­
ble, the level will drop unless the crucible is deliberately raised. The rate of fall is 
given by Va = VpAc/A' where A' is the area of the liquid surface. Normally Ac/A' 
is considerably less than 1, so that v ;:::::; Vp , but there are circumstances where this 
is not true, and Va becomes an appreciable correction term. It is also possible to 
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deliberately raise the level of the crucible at a rate equal to the calculated Vd and 
keep v = Vp • 

Since very close to the interface, Al :::::; A c, Eq. (4-2) can be written approxi­
mately as 

(4-4) 

Thus, if there were no interaction between A c, dT/dxl, and dT/dx2, there would 
be no dependence of growth rate on diameter. There usually are some very drastic 
interactions, however, and they are the things that must now be examined. 

Effect of Crystal Radius on Growth Rate. The term k.(dT/dx2)Ac in Eq. (4-4) 
represents the amount of heat transferred into the crystal, so this must be balanced 
by the heat lost from the crystal. These losses are illustrated in Fig. 4-20. The seed 
is usually of very small cross section, and after the crystal has grown awhile Q. 
normally becomes considerably less than Qr. Both Qr and Qc are proportional to 
surface area which is in turn proportional to the radius of crystal r, so as an 
approximation 

k. ddT Ac = Qr + Qc = Q'r 
X2 

where Q' is a constant. 
Thus Eq. (4-4) can be written as 

LVp~'1Tr2 + k1 ::::. '1Tr2 = Q'r 

or 

kl dT . 
where a1 = ~ dx

1 
and a2 IS a constant. 

(4-5) 

(4-6) 

(4-7) 

From this it is concluded that if the latent heat term is large compared to the 
heat conduction from the melt, the growth rate is inversely Os 

proportional to the crystal diameter. On the other hand if t 
the term k1 dT/dx is considerably larger than the latent heat U 
term, then the crystal diameter will be small and quite inde- ---0 
pendent of pull rate. This condition is only rarely found __ __ r 

experimentally. Usually it is observed that an increase in -- -Oc 

growth rate causes the crystal diameter to reduce. Fig. 4-20. Crystal 

Maximum Growth Rate.20 Again referring to Eq. (4-4), heat losses. Q. = 
it can be seen that the maximum growth velocity is obtained heat conducted up 

when the thermal gradients are arranged in the crucible so seed to chuck, Qr = 
that dT/dx1 = 0, for which heat lost by radiation, 

Qc = heat transferred 

(4-8) by conduction to at­
mosphere. 
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If the only loss from the crystal is assumed to be that due to radiation, the loss per 
length of crystal dx is given by 

dQ = 2'lTaeT4rdx (4-9) 

where e is the emissivity and a is Stefan-Boltzmann's constant. Heat transfer up 
the crystal is given by 

(4-10) 

so that (4-11) 

Assuming the last term to be negligible, substituting Eq. (4-11) into Eq. (4-9) gives 

d 2T _ 2ae T4 = 0 
dx2 ksr 

(4-12) 

For silicon ks varies approximately inversely with temperatures up to about 
1000o K, above which it is nearly temperature-independent.21 For purposes of 
solving Eq. (4-12), assume it to vary as liT over the whole range and to be given 
as ks = kmTmlT, where k m is the thermal conductivity at the melting point, and 
Tm is the melting temperature. Equation (4-12) becomes 

where 

The boundary conditions are 

The solution ofEq. (4-13) is 

where 

From this 

d 2T _ aT5 = 0 (4-13) 
dx2 

at x = 00, T = 0 
atx = 0, T= Tm 

( 3 )1/4 ( )-112 
T= 4a X+<I> 

= (2)112_1 
<I> a 2Tm2 

dT = (2aeTm5)1I2 
dx2 3rkm 

(4-14) 

(4-15) 

Substitution of the value for dT/dx2 from Eq. (4-15) into Eq. (4-8) gives 

1 
Vmax = 8L (4-16) 

Substitution of appropriate numbers for silicon into Eq. (4-16) gives a maximum 
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rate for a lf4-in.-diameter silicon rod of 70 in./hr. About the highest rate observed 
is 60 in./hr. 

Effect of Temperature Change on Crystal Diameter. Equation (4-7) can also 
be used to get a crude idea of the temperature control required to maintain a given 
diameter variation. Assume that the latent heat term is comparable to the conduc­
tion from the liquid term. Then 

dr 
r 

dUI d(dT/dxl ) 

2UI 2 (dT/dx l ) 
(4-17) 

Further assume that dT/dxI is proportional to the difference in temperature 
between the edge of the crucible (where the temperature is normally sensed) and 
the melting point. From this assumption and Eq. (4-17) 

dr 
r 

(4-18) 

where Tc is the crucible temperature. 
If it is desired to grow a l-in.-diameter crystal, controlled to within 0.05 in., and 

if Tc is normally 50° above the melting point, then the variation in Tc can be no 
more than 5°. Normally, attempts are made to control short-term fluctuation to 
about 2°. 

Effect of Radiation on Top Growth.22 From the previous discussions concern­
ing the relation between growth rate and crystal diameter it might be assumed that 
if after equilibrium is reached and the rate is reduced, the crystal diameter would 
quickly increase to a new value determined by Eq. (4-4). Actually, however, it is 
observed that in some instances the growth continues beyond that expected and at 
a rate that increases as the diameter of the crystal increases. That this is reasona­
ble during top growth can be seen from the following analysis. Rewrite Eq. (4-2) as 

(4-19) 

where KIr2 is the heat lost from a thin planar crystal of radius r by radiation from 
its surface, qo is the heat conducted up the seed, and K2r2 dT / dx is the amount of 
heat transported from the melt into the growing crystal due to a temperature 
gradient dT/dx. 

In order to derive an expression for dm/ dt, consider first a crystal growing with 
no pull. The crystal will grow primarily along the surface. The melt-liquid inter­
face will usually be somewhat curved, but for simplicity assume that the portion of 
the crystal beneath the surface of the melt can be described as a right circular 
cylinder having radius r (crystal radius), and length x. Assume that x is independ­
ent of time. Then 

dm 2~-dr -= 'TTUXr-
dt dt 

where {) is the density of the solid. 

(4-20) 

Now, assume that over reasonable limits, x is independent of any pull rate that 
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might be applied. Then, since only that portion of the crystal beneath the surface 
can grow, 

dm I>! dr I>! - = 27TUxr - + U7Tr2V 
dt dt 

(4-21 ) 

where v = dx/dt = pull rate = a constant. CombiningEq. (4-19) and (4-21) gives 

dr r- - CIr2 = C2 
dt 

where C1 and C2 are constants. Solving Eq. (4-22) gives 

C2 
r2 = C3 exp 2CI t - -

C1 

(4-22) 

(4-23) 

where C3 is a constant. This equation says that the top area can increase expo­
nentially with time. 

Figure 4-21a is a photograph of a 4-in.-diameter crystal grown for several min­
utes at constant pull rates and with the temperature of the melt surface stabilized 
only 1 or 2° above the point where it began to freeze. This illustrates the expo­
nential character of the diameter increase. It is usually observed that the crystal 
will grow very slowly until it is perhaps 1.5 in. in diameter and will then grow very 
rapidly. Figure 4-21b is a photograph of such a crystal grown with the same pull 
rate as before (0.1 mil/sec), but with the amount of heat transferred up the seed 
increased and the furnace changed somewhat to allow greater cooling of the crys­
tal by radiation. The latter is accomplished by having a minimum of heat shield­
ing and crucible above the surface of the melt at the beginning of the growing 
operation. Considerable adjustment of the temperature gradients can also be 
accomplished by changing the position of the crucible with respect to its heat 
shield and to the work coil (or heater element). 

(a) (b) 

Fig. 4-21. Two crystals grown under similar spin and pull rates but under different conditions 
of heat transfer. 
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Fig. 4-22. Thermal gradients in a melt. The shape may be changed by changing the relative 
amount of heat lost through the crucible support and by radiation. 

Actually, the increased rate of growth as the crystal size increases is undoubtedly 
due to both the radiation losses and the stirring effect, since cases have been 
observed where the crystal would not grow until the spin was increased, and like­
wise, there have been crucible designs that would not allow crystal growth, irrespec­
tive of spin rate. 

Shape and Position of the Melt-Solid Interface. During the growing operation 
the melt-solid interface is seldom planar and in general will vary in curvature along 
the length of the crystal. The problem now becomes one of determining the shape 
and position of the T = T m isotherm as a function of crystal spin, diameter, length, 
and growth rate; of crucible design; of input power level; and of upper-chamber 
design (which affects the amount ofradiation from the crystal). 

Consider a crucible, such as shown in Fig. 4-22a, without any crystal in it. The 
radial temperature gradient in the melt will be approximately as shown in Fig. 4-22b, 
while the axial gradient will be of the form shown in Fig. 4-22c. If the melt tem­
perature is just above the melting point, then the immersion of a seed with a suita­
ble heat sink may extract enough heat to cause the melting isotherm to take up the 
position shown in Fig. 4-23a. On the other hand, if the melt temperature is 
considerably higher, a portion of the seed itself may melt and be held in place by 
surface tension as shown in Fig. 4-23b. If the melt temperature is too high, then 
the T m isotherm will be so far up the seed that surface tension cannot support the 
molten column and the seed will separate from the melt. The position of the 
freezing interface may be lowered by increasing the heat conduction up the seed, 
increasing the heat loss down the crucible support, or by reducing the power input. 

If the only source of heat input is the edge of the crucible, then the freezing inter­
face will always be cupped downward. However, as soon as growing commences, 

Fig. 4-23. Position of freezing isotherm ~ T = T m 

for two different melt temperatures. ~ 

Melt 

(0 ) 

Mel t 

(b) 
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Fig. 4-24. Heat-flow pattern for two crystals of different thickness. 

there is an additional source L dm/ dt distributed over the interface. This, in con­
junction with varying fractions of heat lost by radiation and by conduction up the 
seed can change the shape to planar, and finally to one cupped upward. Without 
attempting to mathematically solve the thermal problem it can be seen qualitatively 
from Fig. 4-24 that the change in the nature of the heat-flow pattern from a thin 
flat crystal to a very long one could produce such an effect because of the increased 
heat-flow path in the latter case. 

Figure 4-25 shows two crystals, each approximately 4 in. in diameter, grown 
under as nearly identical conditions as possible except that one was grown consid­
erably longer than the other. The gradual decrease in bottom curvature is very 
noticeable. If, however, the growing is continued until the melt is very shallow, 
the relatively large radial thermal gradient of the bottom of the crucible may cause 
sufficient cooling to again increase the bottom curvature. 

Effect of Spin.22 As a crystal rotates, it causes the melt to circulate not only 
around the crucible in the direction of rotation, but also with a component normal 
to the surface. The greater the speed of rotation, the larger the diameter, or the 
sharper the points on the growing crystal, the greater will be the circulation. 

One of the most important advantages of stirring the melt by crystal spinning is 
that it minimizes the radial gradients and also allows symmetrical crystals to 
be grown even if there are severe asymmetric gradients in the melt. Figure 4-26a 
illustrates the fashion in which a silicon crystal can grow if only pulled and not 
rotated. Figure 4-26b shows the effect of rotation. The crystal has a "threaded" 
look, but does not continue to grow toward the cooler portion of the crucible. 
Nonsymmetric radial gradients can also be minimized by rotating the crucible, but 
this complicates the heat sensing equipment. The latter method requires slip rings 

Fig. 4-25. Two 4-in.-diameter crystals grown under as nearly identical conditions as possible 
and illustrating the effect of radiation on bottom curvature as the crystal length increases. 
(Runyan. 22) 



Crystal Growth 47 

(a) (b) 

Fig. 4-26. (a) Silicon crystal grown without rotation in an asymmetric temperature gradient. 
(b) Silicon crystal grown with rotation in an asymmetric temperature gradient. 

which may inject excessive noise into the control system. A radiation detector and 
light pipe are sometimes used to circumvent these difficulties, but continually sense 
temperatures from different portions of the crucible. 

Spinning also causes cooler liquid from the bottom of the container to sweep by 
the crystal and enhance the growth rate. Meanwhile, an adequate surface tempera­
ture can be maintained to prevent such things as circulating gas currents from 
causing spurious surface freezing. 

Experimental verification of the cooling effect of spinning can be observed by 
arranging the temperature so that a straight-sided crystal is being grown at some 
given spin rate. If the spin is stopped, the crystal diameter will start decreasing. 
By suddenly increasing the temperature of the melt so that a growing crystal top 
which had well-defined points is melted back just enough to make the crystal 
round again (and thereby reduce the stirring action) and then quickly reducing the 
temperature to its original value, top growth will proceed much slower than before. 
This effect is particularly noticeable during the transition from a spreading top 
growth to straight-side body growth. Stirring also tends to keep the temperature 
more uniform along the bottom of the crystal and consequently will reduce the 
curvature of the crystal-melt interface. Figure 4-27 shows the effect of spin on the 
curvature of the interface of crystals about 1.2 in. in diameter which were grown 
from 2-in.-diameter hemispherical liners. 

In the case of small crystals (1 to Ph in. in diameter), it is possible to combine 
the stirring effect with a crucible designed to enhance radiation and produce a per­
fectly straight interface at any desired time in the growth of the crystal. 

Effect of Growth Rate on Interface Shape. Consider a crystal of diameter ro 
being grown at a velocity v and with a curved crystal front such as shown in 
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Fig. 4-27. Effect of spin stirring on crystal-melt interface curvature. 

Fig. 4-28. As long as the diameter remains the same, one would expect the amount 
of heat being conducted up the crystal to be independent of growth rate. Thus if 
the growth rate (via pull rate) is increased and the dT/dxl of Eq. (4-4) adjusted 
so that the diameter remains fixed at the original ro, relatively more heat is being 
generated at the surface and less conducted up from the melt. To analytically 
determine the effect of this change on the crystallization front would be quite diffi­
cult, but as a rough approximation it has been assumed that if L dm/dt were 
increased by an amount required to melt in unit time the shaded volume of the 
crystal in Fig. 4-28, then the crystal would grow with a flat interface.23 Likewise, 
if the interface were cupped upward, as shown by the dotted line, then the growth 
velocity should be decreased in a similar fashion. It is then possible to grow 
a fixed diameter crystal at some constant growth rate, determine the curvature pro­
file as a function of length, and calculate a new variable growth rate that will 
maintain a flat interface throughout the crystal length. 

Effect of Surface Tension. If the T = T m isotherm is located as shown in 
Fig. 4-23a, surface tension has little effect on the growing crystal. However, if it 
is located so far above the main surface of the liquid that the melt is drawn in, as 
shown in Fig. 4-29a, then the diameter of the crystal will continually decrease as it 
is withdrawn because of the decreasing diameter of liquid available. Ideally if a 
constant diameter is desired, the interface should be low enough that the contact 

Melt 

Fig. 4-28. Crystal 
with a curved melt-
solid interface. More 
rapid growth can pro­
duce the shape indi­
cated by the dashed 
line. 

angle is essentially vertical, such as Fig. 4-29b.24 Similarly, 
if an expanding crystal is to be grown, the interface must be 
even lower. 

Effect of Gas Conduction on Growth. As indicated in 
Fig. 4-20, both radiation and gas conduction can aid in the 
transport of heat from the crystal. Usually the conduction 
term is small, e.g., some crystals are grown in a vacuum; 
most other systems have very low flow rates and large dis­
tances between the crystal and the chamber walls. It is pos­
sible in principle to enhance the gas cooling, however, and 
grow crystals at higher growth rates than otherwise possible. 
Consider an arrangement such as shown in Fig. 4-30. Gas 
forced through the orifice can contribute heavily to heat 
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Fig. 4-29. Dependence of the melt-solid contad 
angle on melt temperature. 

Fig. 4-30. Crystal growing with gas cooling to 
help control the crystal diameter. 
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conduction. In the event that the crystal diameter increases, the gas flow, and 
accordingly the amount of heat removed by the gas, decreases so that the diameter 
will decrease and thus impart some measure of diameter control to the system.25 

4-6. BEHAVIOR OF IMPURITIES DURING GROWTH FROM THE MELT 

When small amounts of impurities are present during the crystal-growing 
operation, two things are of interest: how the impurities affect crystal growth and 
their final distribution in the crystal after it is grown. The latter is of particular 
importance since most impurities deliberately introduced are for the purpose 
of controlling resistivity, and usually there are fairly narrow limits imposed on 
tolerable resistivity variations within the crystals. (The correlation between resis­
tivity and impurity concentration, along with other information necessary to dope 
silicon crystals, is given in Chap. 6.) 
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Distribution of Impurities in Grown Crystals.26 As a material freezes, the con­
centration of impurities incorporated into the solid is usually different from the 
concentration in the liquid at the interface. The ratio of these two concentrations 
is defined as the equilibrium segregation coefficient ko, i.e., 

or ko = Ns 
N z 

(4-24) 

where Ns is the concentration in the solid and N z is the concentration in the liquid. 
Consider a crystal being grown by the Teal-Little process at a time when some 

fraction I of the original melt has solidified. * Let 

Vo = initial volume of melt 

v = volume frozen 

I = ~, fraction frozen 
Vo 

10 = total number of impurities in original melt 

I = number of impurities remaining in unfrozen portion 

~ = No, the initial impurity concentration 

Nz= I 
Vo - V 

(4-25) 

If a small additional volume dv freezes, then it will remove from the melt an 
amount of impurity 

I 
dI = koNz dv = -ko Vo _ V dv ( 4-26) 

dI dv 
y= -koVo _ V or fI dI _ -ko {'v dv 

J10 I - Jo Vo - V 
(4-27) 

Integrating and substituting in limits gives 

I ( V)kO log - = log 1 - -
10 Vo 

(4-28) 

so that 1= 10(1 - ~ro (4-29) 

but the concentration N. in any incremental volume frozen is just the ratio of the 
amount of impurity dI removed from the melt when the volume dv froze, divided 
by the volume dv. This is found by differentiating Eq. (4-29). 

dI 10 ( V)kO-l ko-l -- = N. = ko- 1- - = Nok(l - /) 
dv Vo Vo 

(4-30) 

• The type of distribution to be discussed is referred to as normal freezing distribution and is 
applicable in any type of crystal growth in which all of the material is initially melted and then 
allowed to uniformly freeze from one direction. 
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Ns calculated from Eq. (4-30) is plotted in Fig. 4-31 for various values of 
k appropriate for silicon. In the event that k is very small, Eq. (4-30) reduces to 

N _ Noko 
8 - I _ 1 (4-31 ) 

so that the variation of concentration with length becomes independent of ko (the 
absolute magnitude, however, is still in direct proportion to ko). 

The process described by Eq. (4-30) represents a purification of the material 
being grown, so that if the last portion of the melt is discarded and another crys­
tal grown from the reduced amount of material remaining, the concentration No,2 

for the second growing is less than the initial No and is given by 

{l' , Noko 
N O,2 = Noko Jo (1 - I)ko-l dl = [1 - (1 - 1 )ko] -1'- (4-32) 

where I' is the fraction of the original volume used in the second growing opera­
tion. In the early years of silicon-device manufacture it was quite common to 
resort to a "double pulling" operation to upgrade the available silicon, but the 
combination of better manufacturing methods and the use of float zoning, if 
required, has made such an operation unnecessary. 

Distribution of Impurities during Zone Melting.26,9 If instead of initially melt­
ing the whole charge, only a narrow zone is melted and then swept through the 
charge, a distribution somewhat different from that of Eq. (4-30) is obtained. 
Assume a rod of unit cross section and length Xo has a molten zone of length L. 
If the rod has an original concentration No, the melting of an additional length dx 
on one end of the zone adds No dx impurities to the melt. The freezing of an 
additional length dx on the other end removes koNz dx from the melt. 

Fig. 4-31. Curves for normal freezing, showing 
solute concentration in solid as a function of l, 
the fraction solidified. (Pfann. 26 ) 
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Let 

so that 

1 = the number of impurities in the zone 
dl = (No· - koNl) dx 

NI=L 
L 

dl = (No - 't) dx 

rXdx _ ("I dl 
Jo - JIo No - koI/L 

(4-33) 

(4-34) 

(4-35) 

(4-36) 

where 10 is the number of impurities in the zone when it was first formed at the 
front end of the rod. 

L I No - (ko/L)/o x = - og ____ --'-:--:-'-'-~-:::-
ko No - (ko/L)I 

(4-37) 

kox No - kolo/L 
expy = No _ koI/L (4-38) 

Substituting 10 = NoL and Ns = kol/L into Eq. (4-38) gives 

Ns(x) = 1 _ (1 _ ko) exp -koX 
No L 

(4-39) 

This equation for various values of ko is plotted in Fig. 4-32. A comparison with 
Fig. 4-31 shows that a single pass does not produce as much purification as a sin­
gle normal freeze, but multiple passes can be made much more easily than a crystal 
can be grown, cropped, and regrown, as was described in the previous section. 

The distribution after an arbitrary number of passes is given by 
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where N(x) is determined by the previous passes. The solution is somewhat 
involved and the reader is referred to Pfann.9 After repeated passes, the number 
depending on such things as the segregation coefficient and the ratio of L to xo, the 
purification or redistribution of impurity, reaches a limiting value. For this case 
assume that the final concentration is Ns _ F(x). The concentration in the molten 
zone is given by 

1 fX+L N = - Ns(x) dx L x 

The part that freezes has a concentration 

Ns = koNl = F(x) 

Substituting Eq. (4-42) into Eq. (4-41) gives 

F(x) = ? f:+LF(X) dx 

Equation (4-43) has as its solution 

where 

Ns(x) = AeBx 

BL 
k=eBL _l 

A = NoBxo 
eBxo - 1 

(4-41) 

( 4-42) 

(4-43) 

(4-44) 

In the event that it is desired to dope the rod rather than purify it, consider the 
case in which all the dope (Id) is introduced in the first zone and the initial 
bar impurity concentration No is much less than kohl L. Equation (4-38) gives 

koX 
10 = 1 eXPL (4-45) 

Since Ns = k 011L and the dope concentration Nd = 1d1L, 

koX 
koNd = Ns exp L (4-46) 

If koXl L is small, Ns will remain nearly constant with distance. Thus, for this sys­
tem, uniform doping is achieved by having a low segregation-coefficient impurity; 
in contrast, recall that a high segregation is required for uniformity of concentra­
tion in a Teal-Little grown crystal. 

The segregation coefficients of most silicon impurity elements used in float zoning 
are neither very near I (except boron), nor very small, so there is difficulty 
in obtaining a uniform resistivity along the rod. One method of combating these 
effects of segregation is to saw a series of notches in the rod before zoning and fill 
each of them with the required amount of dope. It also appears possible to get a 
flat resistivity profile for k's less than about 0.5 by doping in both the first and last 
zones and then making repeated passes in both directions.27 This behavior is 
illustrated in Fig. 4-33. 
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Fig. 4-33. I = 1 cm, k = 0.5. Graphical representation of the impurity distributions of ten 
successive passes, which converge slowly to an ultimate impurity distribution. (Braun and 
Wang. 27) 

Effective Segregation Coefficient. While the crystal is growing, impurities are 
constantly being rejected into the melt. If the rejection rate is higher than that 
which can be transported away by diffusion or stirring, then a concentration gra­
dient will develop at the interface. This is illustrated in Fig. 4-34. If an attempt 
is made to calculate Ns on the basis of an equilibrium ko as previously defined, and 
the concentration N z in the main body of the liquid, the increased concentration 
at the interface can cause serious error. This is normally corrected by considering 
an "effective" k dependent on growth rate, stirring, geometry, and impurity species, 
which is defined as the ratio of Ns to N well away from the crystal. keff is then 
given by N {I N z (of Fig. 4-34) times the actual ko, where N[ is the concentration 
in the liquid at the interface. 

A simplified analytical expression for keff can be obtained as follows: 28 Consider 
that despite any stirring that may take place in the melt, there is a small virtually 
stagnant layer of melt of width ~ in which the only flow is that required to replace 
the crystal being withdrawn from the melt. Outside of this layer the concentra­
tion is considered constant (Nz). Inside, the concentration N is described by 
Fick's law. If the interface is essentially planar, and if ~ is much less than the 
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lateral dimensions of the crystal, a one-dimension solution is acceptable. Under 
equilibrium conditions 

d 2N dN 
Dz dx2 + v dx = 0 (4-47) 

where Dz = impurity diffusion coefficient in the liquid 
v = crystal growth velocity 

N = concentration at x 

The requirements that the sum of the impurity fluxes at the boundary be zero 
(conservation of the total number of impurities) imposes the boundary condition 

, dN dN 
(Nz - Ns)v + Dz dx - Ds dx = 0 (4-48) 

where Ds is the impurity diffusion coefficient in the crystal and Ns is the concen­
tration of impurity in the crystal. Normally Ds dN / dx will be small and can be 
disregarded. The other boundary condition is that N{ = N z at x = 8. The solu­
tion of Eq. (4-47) then becomes 

N - Ns vB - x ---'-- = exp ---
N z - Ns Dz 

At the interface 

N{ - Ns v8 
-,--:----,--=- = exp-
Nz-Ns D 

Solving for Ns/Nz, which is the effective k, gives 

ko keff = -,---,-------"---.",--
ko + (1 - ko) exp (-v8/Dz) 

(4-49) 

(4-50) 

(4-51) 

Thus as v8/ D increases from zero, keff gradually changes from ko, and in the limit 

Fig. 4-34. Impurity distribution near crystal­
melt interface. 
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Fig. 4-35. Dependence of effective segregation coefficients of impurities on growth rates and 
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as v8/ D becomes much greater than 1, keff approaches 1. Figure 4-35 shows some 
experimental data for the variation of k of silicon with spin and growth rate.29 An 
alternate approach developed about the same time30 but including the effects of 
impurity atoms adsorbed on crystal surface as well as solute buildup, predicted an 
effective segregation coefficient of the form 

-v' 
keff = ko + (ks - ko) exp --' 

v 
(4-52) 

where ks and Vi are constants. Equation (4-51) is most widely accepted and 
Table 4-1 gives values of 8/ D and D calculated in this manner from the data 
of Fig. 4-35.29 

Faceting. When crystals are grown in or near the [111] direction, there is often 
a well-defined (111) face formed on the bottom of the crystal. That is, rather than 
a curved melt-liquid interface determined solely by thermal gradients, a large por­
tion of the interface may be bounded by a (111) plane. It has been experimen­
tally observed that for indium antimonide,3! germanium,32 and silicon,33 the 
impurity concentration is higher in the faceted region than in the rest of the crys­
tal. Though not reported in silicon, keff in the faceted portion of some semicon­
ductors is often much greater than 1. 

It can be assumed that nucleation is more difficult on (111) planes than on the 
rest of the solid-liquid interface, and that considerable supercooling of the melt 
adjacent to the facet is required before a layer does nucleate. Once a layer begins, 

Table 4-1. Values of 8/ D for Silicon* 

Impurity Rotation 
Diffusion 

8/D~ s/cm coefficient 
element rate, rpm 

D~ cm2/s 

B 10 170 ± 19 (2.4 ± 0.7) X 10-4 

60 84 ± 37 (2.4 ± 0.7) X 10-4 

200 43 ± 18 (2.4 ± 0.7) X 10-4 

AI 10 86 ± 34 (7.0 ± 3.1) X 10-4 

60 40 ± 17 (7.0 ± 3.1) X 10-4 

Ga 5 144 ± 54 (4.8 ± 1.5) X 10-4 

55 71 ± 26 (4.8 ± 1.5) X 10-4 

200 24±8 (4.8 ± 1.5) X 10-4 

In 10 84 ± 15 (6.9 ± 1.2) X 10-4 

60 43 ± 5 (6.9 ± 1.2) X 10-4 

P 5 127 ± 36 (5.1 ± 1.7) X 10-4 

55 60 ± 19 (5.1 ± 1.7) X 10-4 

As 5 190 ± 53 (3.3 ± 0.9) X 10-4 

55 79 ± 16 (3.3 ± 0.9) X 10-4 

Sb 5 283 ± 55 (1.5 ± 0.5) X 10-4 

55 157 ± 57 (1.5 ± 0.5) X 10-4 

200 62 ± 37 (1.5 ± 0.5) X 10-4 

* From Hiroshi Kodera, Diffusion Coefficients ofImpurities in Silicon Melt, J. Appl. Phys. (Japan), 
vol. 2, pp. 212-219, April, 1963. 
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it can release its latent heat very quickly to the supercooled liquid and thus grow 
laterally with a very high velocity determined not by Eq. (4-2), but rather by the 
ability of atoms to move to an allowable lattice site.34 A derivation of an effective 
k based on this concept gives 

ko 
keff = -,----c-:---=------..,.-,--

I - Av(1 - koTs/Ti) 
(4-53) 

where A is a function of the system and includes such items as the impurity diffu­
sion coefficient and concentration. Ts/Ti is the ratio of dwell times of the solvent 
and impurity atoms. For small kOTs/Ti 

( 4-54) 

Constitutional Supercooling. As was discussed in the section on effective seg­
regation coefficients, while a crystal grows there is a solute "pile-up" at the inter­
face (see Fig. 4-34) if any impurities are being rejected. These added impurities 
reduce the freezing point of the mixture so that for crystal growth, the temperature at 
the melt-crystal interface must be reduced below that required for growth from a 
pure melt.35 For dilute solutions the temperature depression will be approximately 
proportional to the concentration increase. Thus the temperature required for 
freezing, as a function of distance from the interface, is the inverse of the concen­
tration curve of Fig. 4-34 and is shown as the solid curve of Fig. 4-36. The tem­
perature gradient in the melt is probably quite linear over the same region, with 
the magnitude depending on such previously discussed parameters as the amount 
of heat being radiated by the crystal and crucible designs. Several possible values 
are shown by the dotted lines of Fig. 4-36. If the actual temperature is as shown 
by line 1, the melt is always above the freezing point except at the solid-liquid 
interface; but if it is as line 3, then that portion of the melt shown shaded is below 
the melting point and is "constitutionally supercooled." 
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Fig. 4-36. Temperature dis­
tribution in the melt and 
equilibrium liquidus tempera­
ture. The depression of Te is 
caused by solute "pile-up" 
at the interface. 

No constitutional supercooling can occur if 

dTactual > dTe 
dx dx 

atx = 0 ( 4-55) 

where Te is the equilibrium liquidus temperature. The 
equilibrium temperature can be written as 

Te(x) = To + mN(x) (4-56) 

where To = melting point of the pure solvent 
N(x) = impurity concentration at distance x from 

the interface 
m = dTe/dN 

The latter will be considered constant for very dilute 
solutions. 

dTe dN 
--=m-
dx dx 

(4-57) 
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Substituting in the value of dN I dx from Eq. (4-48) and the value of Nsl Nl from 
Eq. (4-51) gives 

dTe 

dx 
mvNl(l - ko) 

( 4-58) 

The actual temperature gradient (the dotted lines of Fig. 4-36) IS given by 
Eq. (4-4) as 

dTI 

dx 
ks(dTsldx) - LvB 

kl 
( 4-59) 

Combining Eqs. (4-55), (4-58), and (4-59) gives the criteria for no constitutional 
supercooling as 

ks(dTsldx) - Lvo > mvNl(l - ko) 
kl - Dl[ko + (I - ko)e-vS1D] 

From this equation it follows that high growth 
rates, small ko's, and small temperature gradi­
ents in the crystal all enhance the possibility 
of the occurrence of supercooling. 

(4-60) 

Small amounts of supercooling can be tol­
erated, but if it is as much as 2 0 for silicon, 
polygrowth is usually initiated.36 Figure 4-37 
shows a crystal which began polygrowth 
because of this effect. At values less than 
that required to cause polycrystal growth, 
cellular structure is observed in many metals37 

and occasionally in silicon. As a result of 
this phenomenon, the maximum doping as 
calculated from normal solid solubility limits 
is seldom observed in single crystals. Table 
4-2 gives some experimentally observed con­
centrations and compares them with solid 
solubility. 36 

Impurity Concentration Striations. It is 
often observed that there are cyclic impurity 

Fig. 4-37. Effect of heavy doping on 

crystal growth. The marker points to 
the beginning of polycrystalline growth. 

Table 4-2* 

Impurity element 

B 
P 
Sb 

3 X 1020 

8 X 1019 

2.9 X 1019 

2.3 X 1019 

6 X 1020 

1.4 X 1020 

6.7 X 1019 

* From Hiroshi Kodera, Constitutional Supercooling during the 
Crystal Growth of Germanium and Silicon, J. Appl. Phys. (Japan), 
vol. 2, pp. 527-534, 1963. 
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gradients in crystals grown by the Teal-Little 
process.38 These are caused by variations in 
growth rate that occur when the center of 
rotation of the crystal is not coaxial with the 
thermal gradients. Figure 4-26b is a photo­
graph of the external shape of such a crystal, 
while Fig. 4-38 shows impurity variation as 
revealed by selective etching. Even though 
the crystal does not grow in such a severe 
environment as the one which produced the 
crystal of Fig. 4-26b, these striations still occur. 

4-7. MISCELLANEOUS TECHNIQUES 

While most of the single-crystal silicon is 
grown with conventional Teal-Little and float­
zone equipment, there have been many differ­
ent techniques tried, some as substitutes for 

Fig. 4-38. An electrochemically etched more standard methods, some for special pur­
slice exhibiting severe impurity concen- poses. The following is an attempt to sum­
tration striations. These are usually 
more pronounced as the doping level marize the more interesting of these. 
approaches the solid solubility limit. Methods for Saving Fused-silica Liners. 

The usual procedure is to allow the sili­
con remaining in the crucible at the end of the crystal-growing operation to 
freeze. Since this will cause the fused-silica liner to crack (see Chap. 3), a liner is 
lost each time a crystal is grown. Since the fused-silica-silicon combination does 
not break until the temperature has dropped to 700 or 800°C, the silicon remain­
ing in the crucible can be allowed to freeze to the end of the crystal without crack­
ing the liner. Then the crucible temperature is abruptly raised well above the 
melting point of the silicon so that the frozen button is released from the liner in 
the manner of an ice cube from a tray.39 Care must be taken to prevent severe 
slip from being introduced into the crystal during the freezing-melting cycle. One 
method of doing this is to have only a very small contact area between the crystal 
and the freezing button and to minimize the temperature of the frozen ingot before 
it is separated from the liner. 

Cracking can also be prevented by emptying the liner before cooling. This may 
be done by having a small hole in the liner through which the silicon can be forced 
by differential pressure, but still small enough for surface tension to keep the sili­
con from leaking out during the growing operation40 (Fig. 4-39). This proce­
dure is most applicable to growing crystals for grown-junction transistors because 
the time of growth after the addition of base and emitter dopes is usually short and 
quite critical so there is no opportunity to either grow all of the silicon onto the 
crystal or to use the previous method. 

Adding Silicon during Crystal Growing. In order to grow larger crystals than 
might otherwise be possible or to make the doping more uniform, it is often desira­
ble to add silicon to the melt. The simplest requirement arises if the crucible will 



Fig. 4-39. A method of conserving liners. 
After the crystal is grown the liner is emptied 
by ejecting the silicon into container in bottom. 

Pressure increase in 
top chamber for~ 
silicon through 
hole and into bottom 
compartment 
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Crucible 

not hold enough unmelted silicon (because of packing factor) to grow the size 
crystal desired, but will hold enough molten silicon. It is a straightforward mat­
ter to add silicon chunks through a lock of some sort to bring the melt to the 
desired level. If a crystal is to be grown while the addition occurs, two complica­
tions arise: (l) The addition of fresh material to the melt makes temperature con­
trol difficult. (2) There is usually a bit of silicon monoxide generated from the 
Si02• Some of it will often condense on the growing crystal at the melt-solid inter­
face and cause twinning. Both of these difficulties can be eliminated by using a 
compartmental crucible. Several arrangements have been suggested,41-44 but 
because silicon requires a fused-silica crucible liner, any complicated crucible con­
figuration becomes very expensive. Apparently none of them has been successfully 
used for silicon. 

The top of a vertical silicon rod can be melted and will remain in place because 
of surface tension. The resulting pool of liquid can be used as the melt for crystal 
growing.45,46 As the liquid is withdrawn from the top, the level is held constant 
by raising the rod. Figure 4-40 is an illustration of this process. Notice that in 
the limit as the diameter of the crystal being pulled approaches that of the feed­
stock, it looks very much like the float-zone process. The length of crystal that can 
be grown is limited only by the length of the draw mechanism and the supply of 
rod feed materials so this process is a method of replenishing the supply of melt 
that is applicable to silicon crystal growing. Rather than depend on surface ten­
sion to hold the silicon in place, several variations have been proposed which pro-
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t 

vide containers for the melt and yet have a means for 
advancing a feed rod. In one of these the growing is 
done "upside down" as illustrated in Fig. 4_41.47,48,* 
In another approach, the silicon is first cast in a fused­
silica container, and then without allowing it to cool 

Molten zone below a red heat, the top of the ingot is remelted and 
the crystal grown from the melted section.49,5o 

Eliminating Crucible Contaminations. Since molten 
silicon appears to dissolve all known materials the 
obvious way to eliminate contamination is to remove 

Feed rod the crucible altogether, along with the fused-silica liner 
that normally accompanies it. The process of growing 
from the top of a rod, as just described, and float zon­
ing both accomplish this goal. Chunks or a single 
large ingot can be used as its own crucible if heating is 
done from above.51 Local heating produces a melt in 

Fig. 4-40. Crystal growing the middle but the edges never reach the melting point. 
without a crucible. Levitation is often used to suspend metals during melt-
ing and has been applied to silicon with only limited success.52 A modified form 
of levitation referred to as a "silver cage" has been used for silicon.53 The silicon 
is contained in a water-cooled silver crucible which acts as part of a transformer to 
couple from a high-frequency induction heater to the silicon. The water cooling 
keeps any silicon in contact with the silver well below the Si-Ag eutectic tempera­
ture. The induced currents are such that the liquid silicon is slightly raised above 
the crucible and hence is not contaminated. 

Methods of Reducing Concentration Gradients. Since the effective segregation 
coefficient depends on, and in general increases with, growth, crystals can be grown 
with variable pull rate in order to reduce the concentration gradient along the 
crystallength.54,55 Figure 4-35 shows some approximate variations of k with 

Feed stock growth rate for several impurities. Thus if the initial pull 
rate were high, more impurities would appear in the crystal 
than would be predicted by use of the segregation coefficients 
of Table 6-1. Then, as growth progresses and N melt increases, 
the growth rate can be progressively slowed down to reduce 
keff and keep the (keffNmelt) product constant. Usually the 
puller programs are experimentally determined for any given 
crucible geometry, crystal size, and spin rate. 

Fig. 4-41. Upside-
down crystal growing. 

The effective k also depends on the crystal spin rate,56 so 
in principle it too could be varied to minimize resistivity 
variations along the crystal. In Sec. 4-6 it was shown that a 
zone moved through a bar would give uniform resistivity 
along the bar if the segregation coefficient were small. This 
same process can be applied to vertically grown crystals by 
growing from a crucible containing two compartments sepa-

* It is also possible to reverse the geometry of the methods of 
Sterling and of Dash and grow crystals from a hanging drop. 
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rated by a small orifice.57- 6o The growing compartment contains the doped semi­
conductor, while the supply compartment is filled with high-purity material. If the 
segregation coefficient is small, the dope concentration will change but little as the 
crystal is grown, since only a small fraction of the total dope is transferred to the 
crystal, and the melt volume is held constant by feed from the supply compartment. 
Because a complicated crucible and fused-silica liner is required for silicon, the 
process apparently has never been applied to silicon. 

When growing from an ingot cast in a fused-silica tube, dope added to the 
molten zone will result in a constant volume system analogous to those just 
described.49 As in the others, if the doping element has a low segregation coeffi­
cient, the concentration in the molten layer will remain substantially constant. 
However, if k is large, for example, 0.3 for phosphorus and arsenic, the concentra­
tion of dope in the molten layer gradually decreases. A continuous reduction of 
the volume of melt will compensate for this loss. Thus, to produce uniform crys­
tal resistivity, 

or 

where V = volume of melt 
Vo = original volume 
L = melt depth 

V(x) = Vo - Akx 
L(x) = Lo - kx 

Lo = original depth of melt 
A = cross-sectional area (assumed constant) 
x = amount that the liquid level has dropped 

Growth of Special Crystal Shapes. Most crystal pullers are designed to pro­
duce long round boules, but occasionally other shapes are desired. If disks are 
required, the puller can be altered as shown in Fig. 4-42 and a wheel-type seed 
used.61,62 

4-8. GROWTH FROM LOW-TEMPERATURE MELTS 

Reference to the phase diagrams of Chap. 11 shows that silicon has appreciable 
solubility in several metals at relatively low temperatures. It is then, in principle, 
possible to saturate the metal at some temperature and 
by gradually reducing the temperature, reduce the silicon 
solubility and grow silicon crystals in the same way that 
many crystals are grown from aqueous solutions. For 
example, from the curve of Fig. 4-43, which shows a por­
tion of the gallium-silicon liquidus curve, changing the 
temperature from 1000 to 900°C reduces the silicon solu­
bility from 20 to 10 atomic per cent. Thus if 70 g 
of gallium were used (one atomic weight), 6 X 1022 

atoms of silicon would be precipitated. This represents 
2.8 g of silicon and, if grown on a l-in.-diameter seed, 
will produce an additional length of a little less than 
YIo in. 

Melt Single-crystal seed 

Fig. 4-42. Mechanism for 
the growth of silicon single­
crystal disks directly from 
the melt. 
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There are few data available on growth rates required to maintain single-crystal 
growth in this type of process, but if the criterion of I micron/min is chosen (as is 
common in vapor-phase growth at lOOO°C), the 100°C temperature reduction 
would take over about 40 hr. This represents a dT/dt ofO.04°C/min and requires 
a rather carefully designed temperature control system to prevent short-term fluc­
tuations from exceeding that value. If instead of operating between 900 and 
l000°C, the range of 600 to 700°C were chosen, only one-seventh the amount of 
silicon would be available for deposition, but the temperature rate of change would 
be seven times as great for the same growth rate. 

The mechanical arrangement for this type of growth may be that of a metal zone 
moving through a bar of silicon as the heater moves (similar to zone refining),63 
the zone progressing by a fixed externally maintained thermal gradient (zone gra­
dient melting, or traveling solvent),9 or by the direct reduction of the whole melt 
temperature (as was assumed in the example).64 

Although silicon can be grown by any of these methods, to produce high-quality 
single-crystal growth poses additional problems which have not yet been satisfac­
torily solved. Some of them are: 

1. Initiation of growth is severely hampered by the residual oxide film on the 
silicon seed. 

2. Most applications require a thin layer grown on a relatively thin slice. * If 
the concentration of silicon in the melt is not carefully controlled before the 
seed slice is inserted the whole slice may dissolve. 

3. The grown layer is saturated with the metal. In applications requiring 
heavy doping, this is desirable (if the metal used is a proper doping agent). 
If less dope is required, there is some hope of growing from an electrically 
inactive metal such as tin. 

* This process is sometimes referred to as "solution epitaxy." 
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4-9. VAPOR-LiQUID-SOLID (VLS) METHOD OF CRYSTAL GROWTH65,66 

Instead of growing from a low-temperature melt fed by solid feedstock or dis­
solved nutrient or by a direct vapor deposition, it is possible to grow from a liquid 
drop alloy being constantly replenished by a vapor-phase reaction at the liquid 
surface. The liquid acts as a preferred sink or as a catalyst for silicon deposited at 
low temperatures from a silicon halide, for example, 950°C, where normal vapor­
phase deposition is quite slow. Silicon then freezes at the liquid-solid interface. 
As silicon continues to freeze, the drop is gradually raised and can give rise 
to needlelike structures. Au, Pt, Ag, Pd, Cu, and Ni have all been used as the 
alloying agent. 

4-10. GROWTH FROM THE VAPOR 

Float-zoned or pulled crystals are very satisfactory for most purposes, but because 
of the inability to remove doping impurities from the melt once they are added, the 
impurity level in the growing crystal continually increases. It is true that the resis­
tivity can be increased as the crystal grows, e.g., the grown-junction crystal, but 
always by compensation, so the limit of usefulness of such a process is rapidly 
reached. In the case of germanium it is possible to have a series of melt reservoirs, 
each doped differently, and to transfer the crystal from one to the other. Because 
of the difficulty of initiating good single-crystal growth on large cross-section seeds, 
and because of the curved melt-solid interface that normally occurs, such a process 
is not practical for silicon. If growth is from the vapor, however, the simultaneous 
deposition of silicon and the appropriate impurity allows doping, and yet the rela­
tive deposition rates can be rapidly changed. Thus alternate low- and high­
resistivity layers can be grown without the large-scale compensation which would 
be required for growth from a melt. 

The ability to grow silicon from the vapor phase has been recognized for many 
years, but only when devices became sophisticated enough to require doping pro­
files unattainable by standard growing and diffusion processes was its potential 
usefulness recognized. 17,19,67 

Silicon can be deposited by any of the processes discussed in Chap. 2, so each 
of them is a potential epitaxial * method. Likewise, direct evaporation and the 
decomposition of organosilicon compounds are possibilities. The process require­
ments do differ somewhat from those of bulk silicon manufacturing in that the 
primary requirement of the latter is for a high-efficiency process, whereas epitaxial 
deposition requires good control of deposition rate and resistivity and high crystal 
perfection in the deposited layer. 

Deposition from Silicon Tetrachloride.68- 77 Experimental curves of deposition 
rate versus temperature for the hydrogen reduction of silicon tetrachloride follow 
curves as shown in Fig. 4-44. At the lower temperatures the deposition rate 
is given by v = A exp (-tlE/RT), where M is the activation energy, A and Rare 
constants, and T is the temperature. At higher temperatures, diffusion processes 
appear to be the limiting factor. Various reactor designs and flow rates change 

* For the origin of the term "epitaxy," see Chap. 1. 
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Fig. 4-44. Deposition rate versus 1 IT for deposition by the hydrogen reduction of SiCI4• 

the temperature at which diffusion becomes predominant. The more turbulent, or 
the higher the velocity of, the flow, the higher the temperature required before the 
reaction becomes diffusion-controlled. In Fig. 4-44 are representative curves for 
two reactors, one vertical and one horizontal. The tlE measured from these curves 
is approximately 25 kcal/mole. Activation energies from 25 to 40 kcal/mole have 
been reported, but it seems that the apparently higher values were caused by 
improperly cleaned surfaces. For example, if only a short hydrogen fire is used 
before deposition, 36 to 40 kcal/mole is obtained, and if thickness versus deposi­
tion time is plotted, an induction time of several seconds is often observed and 
becomes more pronounced at the lower temperatures. If vapor etching (to be 
described later) is used to clean the surface prior to deposition, the induction 
period is no longer observed and 25 kcal/mole is obtained for the activation energy. 
It might be noted that the reported value for the reduction of trichlorosilane is 22 
kcal/mole and confirms observations that there is little difference in the deposition 
behavior of silicon tetrachloride and trichlorosilane. 

For an otherwise fixed set of reactor conditions, increasing the concentration of 
silicon tetrachloride will produce a maximum in the deposition rate and, finally, 
etching. The maximum depends on the temperature, and some typical curves are 
shown in Fig. 4-45. Working near this point will reduce the deposition time but 
may have deleterious side effects, such as more surface defects and lower deposi­
tion efficiency. 

With a fixed concentration, the deposition-rate dependence on flow rate and 



Fig. 4-45. Deposition rate versus per cent sili­
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temperature is shown in Fig. 4-46. When the reactor is operating in the 
temperature-dependent region, the growth rate increases as the degree of misori­
entation from the (111) plane increases. 75 

By considering the transport reaction 

SiC14 + Si :;;:::::::::::: SiClz 

along with the reduction reaction 

SiC4 + 2H2 :;;:::::::::::: 4HCl 

the silicon yield has been calculated for various deposition conditions and gives 
reasonable qualitative agreement with experiment. It also predicts the transport 
within the reactor of silicon in the direction of lower temperatures. For example, 
if a silicon or a silicon-coated heater is used, silicon can be transferred from the 
heater to the underside of the slice by this process. More often, however, silicon 

Fig. 4-46. The effect of increasing flow rate 
through the reactor on deposition rate. 
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for a trichlorosilane deposition. (Charig and 
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deposition on the underside of the slice occurs because of poor contact with the 
heater surface which in turn allows feedstock from the gas stream to flow beneath 
the slice. There are also some reactor conditions, not fully understood, which allow 
etching to proceed on the underside of the slice and sometimes to produce severe 
pitting. 

Growth from Trichlorosilane (SiHCI3 ). Trichlorosilane can be used for epitaxial 
deposition and in performance appears quite comparable to silicon tetrachloride. 
Its activation energy is ~ 22 kcal/mole (as compared to approximately 25 kcal/mole 
for SiC4). At high temperatures there is a reduction in deposition rate similar to 
that observed under some conditions for SiCI4. Figure 4-47 shows a typical 
deposition rate versus temperature curve for SiHC13.78 It is also interesting to note 
that whether silicon tetrachloride or trichlorosilane is used in the deposition proc­
ess, the exit gases show both SiHCl3 and SiCI4, as well as HCI and various long­
chain silicon polymers. 

Growth from Silicon Tetrabromide. Depositions have been made using the 
hydrogen reduction of silicon tetrabromide, and an activation energy of 15 kcal/ 
mole has been determined. Its general behavior is similar to that of the other 
halides, but if a bromide is used as a dopant, for example, BBr3, there are no side 
reactions generating BCI3.19,79 

Growth by Sil2 Disproportionation.8o Silicon can be deposited by the thermal 
decomposition of SiI4 but the process requires low pressures and has a very low 
deposition rate. An alternate reaction involving the partial reduction of the tetra­
iodide may be used at higher pressures and faster deposition rates. This reaction 
may be written as follows: 

2SiI2 ~ Si + SiI4 

The di-iodide is unstable and exists only in equilibrium with Sil4 and iodine but it 
can be produced in situ by the reaction 

SiI4 ~ SiI2 + 21 

This process must be carried out in a closed tube with the temperature adjusted to 
favor the formation of SiI2 from a silicon source placed at one end and the reduc­
tion of the di-iodide at the other end. Such systems are usually static with the 
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transfer of reactants occuring by diffusion and convection. Some typical operat­
ing conditions are: 

Source zone, 1100°C 
Deposition zone, 950°C 
Iodine concentration, -1 mg/cm3 of reactor volume 
Carrier gas, hydrogen at about 300 mm pressure 
Deposition rate, -10 to 15 microns/hr 

Single-crystal deposits can be made at temperatures of 800°C or less (which are 
considerably lower than with the other processes described). Most of the doping 
elements can be transported by similar reactions, so if the source of silicon is 
doped, the growing layer will usually have a comparable impurity level. 

Variations of growth rate with substrate orientation have been observed, with 
deposition on a (211) plane being most rapid, followed in order by (110), (111), 
and (100) planes. 

Deposition from Silane.81- 83 The reaction kinetics of pyrolytic silane deposi­
tions have been studied over a temperature range from 900 to 1300° C for various 
silane pressures. Figure 4-48 shows the growth rate versus temperature from which 
an activation energy of approximately 37 kcal/mole is calculated. Between 1100 
and 1225°C the rate becomes essentially independent of temperature and thus dis­
plays the same characteristics as those shown by silicon tetrachloride and trichloro­
silane depositions. Above 1225°C there is a marked decrease in the deposition rate, 
again similar to the behavior of SiC4 and SiHCls. 

Autodoping. Impurities originally in the substrate often are transferred to the 
growing layer and may severely limit the resistivity range obtainable in the layer. 
In less adverse conditions, only the region near the substrate layer interface is 
affected, where an impurity gradient past the diffusion front is observed.84 These 
impurities can come either from the front of a slice (from experiments performed 
in a single-slice reactor with regions of high-impurity concentration patterns dif­
fused into the front) or from the back (deduced from the improvement noted 
when masking is used). That they sometimes get into the gas stream can be seen 

Fig. 4-48. Epitaxial layer growth rate versus 
temperature for deposition from a silane source. 
(Joyce and Bradley.s1) 
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from observing the effects on downstream slices in a multiple-slice reactor, and yet 
autodoping is observed,83 although to a lesser degree, in silane deposition systems 
where there can be no etching reaction. 

In order to explain the first two observations, the following model has been 
proposed: 84 

1. A continual etch-deposit mechanism is involved. 
2. Silicon and dopant are removed in the ratio in which they are found at the 

surface of the solid. 
3. The incoming gas composition is modified by mixing with it the products 

of step 2. 
4. Silicon and dopant are deposited in the ratio in which they are now present 

in the gas stream (corrected as necessary for differences in deposition 
efficiency) . 

This model predicts the general shape of the observed gradient and also implies 
that, if the substrate impurity had a lower deposition efficiency than that being used 
to intentionally dope the layer, the effect would be smaller. The measured deposi­
tion rates from pel3, BBr3, and SbCls are in the ratio of I: 0.2: 0.0385 and is 
in keeping with the observation that autodoping is less pronounced when using 
antimony-doped substrates. 

A combination of out diffusion, surface diffusion, and evaporation from the sub­
strate has been suggested as a possible reason for the effect existing in layers 
deposited from silane. A long "bake out" period in hydrogen sometimes reduces 
the dope transport and suggests that the outer few atomic layers may become 
depleted of impurity by out diffusion. 

Methods of Minimizing Diffusion.74 During the growing of epitaxial layers it 
often develops that appreciable diffusion from one layer to the next occurs during 
deposition. There is a variety of ways these effects manifest themselves, e.g., 
reduction in amplitude of infrared reflection from a high-low concentration bound­
ary, reduction in the effective layer width of high-resistivity layers, and the move­
ment of p-n junctions. The concentration profile is determined by the diffusion 
constant-time product and the boundary conditions, each of which will now 
be examined. The Dt product can be reduced by using a lower deposition tem­
perature, choosing a doping impurity with a much lower D value, or by increasing 
the deposition rate in order to make the diffusion time t as small as possible. It 
should be remembered that if high-temperature operations subsequent to the 
epitaxial deposition are carried out, the diffusion occurring during them may com­
pletely overshadow diffusion during deposition. 

Since diffusion can occur during the addition of an epitaxial layer, the determi­
nation of the amount of diffusion taking place during deposition requires a solu­
tion to Pick's equation which involves a moving boundary (see Chap. 7). 
Calculations show that for 

and 
V 2t =r > 100 D -

KVt < 10 
D 

(4-61 ) 
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where V = growth velocity 
t = deposition time 

D = diffusion constant 
K = out-diffusion rate constant 

there is only a small error in using the standard solution for diffusion from a 
concentration step. A substitution of values appropriate for silicon indicates little 
likelihood of exceeding these numbers during most deposition cycles. Thus, the 
calculation of the diffusion occurring near the substrate-epitaxial interface reduces 
to the geometry of Fig. 4-49, which has Eq. (4-62) as a solution. 

NO( X) NO( X) N(x,t) = _1 1 - erf VJ5;J + _2 1 + erf -..jl5;i 
2 2 D1t 2 2 D2t 

( 4-62) 

where N(x,t) is the final distribution of impurities, N1 is the initial (assumed 
uniform) concentration in the layer and N 2 that of the substrate. If the impurities 
are different, and if D1 ~ D2, a resistivity doubling can occur at the interface. * If 
r of Eq. (4-61) is larger than postulated, slightly more dope is transported than 
would be expected by Eq. (4-62). 

One aid in minimizing diffusion is to always choose the impurity with the lowest 
diffusion coefficient. In practice, this alone may not provide adequate reduction 
of diffusion and in addition other reasons may govern the choice of dope. For 
example, of the n-type dopes, antimony has one of the lowest diffusion coefficients, 
and is often used both as a substrate and an epitaxial layer dopant. However, the 
combination of a low segregation coefficient and the inability to easily grow single 
crystals from melts containing more than about 2 per cent impurity prevents anti­
mony doping of substrates to impurity levels greater than about 1019 atoms/cm3• 

If a very low resistivity epitaxial layer is desired, as for example in low voltage 
diodes, the limits of solubility will not allow the use of elements like indium and 
bismuth, even though they do have low diffusion coefficients. There are also prob-

* Another effect which causes increased resistivity, or even type change near the interface, 
occurs if a heavily n-doped substrate has a small amount of p-dope in it. In this case, the p-dope 
may diffuse faster than the substrate n-dope and thus produce compensation in the epitax­
iallayer. 

Fig. 4-49. Idealized impurity concentration g 
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lems in introducing some of the dopes into an epitaxial reactor in a controlled 
fashion. For example, bismuth bromide and chloride both have melting points 
above 200°C, so a system using them requires that the complete system be kept at 
elevated temperatures. 

In order to minimize the effects of diffusion, reactor flows and concentration are 
chosen to give the highest deposition rate, and the reactor is operated at as Iowa 
temperature as possible for the surface quality desired. If this temperature is in 
the region where deposition rate is orientation-dependent, choose the orientation 
for fastest deposition. (Diffusion in silicon is isotropic so orientation will not 
affect it). 

Vapor Etching prior to Epitaxial Deposition. Vapor etching in situ immediately 
prior to epitaxial deposition of silicon has been found to be very desirable, both on 
chemically and mechanically polished substrates. Epitaxial layers having disloca­
tion densities no greater than that of the substrate and stacking fault densities less 
than 200jcm2 can be grown if the proper vapor etching procedure is carried out. 
Mechanically polished slices usually have some mechanical damage remaining and 
even though there is no surface damage detectable on chemically polished surfaces, 
it is difficult to obtain a perfectly clean residue and oxide-free surface. 

There are several potential vapor etches that might be used for silicon removal. 
Among these are chlorine, bromine, HCI, and SiCl4 in high concentrations. Of 
these only HCI has been studied extensively. 

The reaction 
SiCl4 + 2H2 ~ 4HCI + Si 

can be forced to the left by the addition of an excess of HCI. Using this mecha­
nism it is possible to maintain the same flow of SiCl4 that would be used during 
deposition. Then to change from etching to deposition merely calls for a termina­
tion of the HCI flow. This in turn brings about a gradual change from an etching 
condition to one of deposition. The skeleton reaction for etching might be writ­
ten as follows: 

SiC4 + HCI + H2 + Si~HCI + H2 + 

SiH2 
SiClH 
SiCl2 
Si(Cl:rHy) 

x + y = 4; x = 0 ~ 4 
Si2(CI:rHy) 

x + y = 6; x = 0 ~ 6 
etc., through at least 

Si14(CI:rHy) 
x + y = 30; x = 0 ~ 30 

+ Cl2 

For systems involving only HCI plus a carrier gas the reactions might be written 
as follows: 

Si + HCI E ) Si(CI:rHy) + H2 
Si(CI:rHy) + Cl2 

for x > y 
for x <y 

Figure 4-50 shows the etch rate versus HCI concentration at a fixed temperature, 
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while Fig. 4-51 shows the effect of temperature on a fixed HCl concentration.86 All 
the vapor etches have regions in which they are more selective than polishing. 
Figure 4-52 delineates the useful area for HC1.87 It should be remembered that all 
these processes are geometry-dependent so that these are only to be considered as 
"typical." 
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Fig. 4-50. Etch rate versus HCI concentration for 
vapor etching in a horizontal reactor. (Bean and 
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Fig. 4-52. Maximum allowable per cent (by 
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gas as a function of temperature. (Lang and 
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Methods of Adding Dope. Doping of the growing layer can be accomplished 
by two processes. One involves injection of a suitable doping compound into the 
gas stream externally to the reactor; the second depends on transport of substrate 
dope into the growing layer. The first method is preferable from a control stand­
point ard is normally used though the second often occurs simultaneously and 
must be considered. 

If the intent is to set a particular resistivity level and not vary it, a suitable 
doping compound such as boron tribromide or phosphorus pentachloride can be 
dissolved in the liquid silicon tetrachloride or trichlorosilane source. Then as the 
silicon halide is vaporized, some of the dopant will be included. If the liquid mix­
ture is metered as a liquid and flash evaporated, the doping concentration will 
remain constant as the silicon halide is depleted. If the concentration of halide in 
the hydrogen stream is determined by vapor pressure, i.e., by the bubbler arrange­
ment, relative amounts of silicon halide and doping halide will change as more and 
more of the supply is used. 

To change the resistivity of the epitaxial layers it is necessary to either add more 
dope to the feed, dilute the bottle with more silicon halide, or use multiple feed 
bottles and switch from one to the other. While these direct doping systems have 
been widely used, systems with a vapor-phase dope addition are easier to change, 
and where a range of resistivities are to be supplied from a single reactor, they are 
essential. The more common of these use commercially available doping gases 
such as diborane, phosphine, and arsine diluted with hydrogen. The concentration 
of these gases in hydrogen is usually in the parts-per-million range. They may be 
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C - Selector valve 

,...------, Vent 
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H2--------~-------~-------~ 

Fig. 4-53. Piping arrangement for liquid doping. 
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Fig. 4-54. Piping arrangement for gas-phase doping. 

fed directly to the reactor or diluted first, depending on the type of fiowmeters used 
and the impurity range desired. Figures 4-53 and 4-54 show plumbing diagrams 
for these two systems. 

Layer Defects. The most common defects appearing in epitaxial layers are dis­
locations and stacking faults.88- 94 For systems that do not use vapor etching, 
stacking faults and dislocation densities both decrease with increasing deposition 
temperature and in general follow a curve such as shown in Fig. 4-55. "Tetra­
hedrons", such as shown in Fig. 4-56, are a common occurrence if the system 
is not kept very clean. Their origin has been ascribed to oxide layers and to sili­
con carbide. If particles from various parts of the reactor settle on the surface 
during deposition, fast-growing polycrystalline areas usually form. Small quanti­
ties of hydrocarbon in the feed stream cause little round silicon carbide balls 
to form in the layer. Low deposition temperatures usually produce a distinctive 
surface pattern such as is shown in Fig. 4-57. 
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Fig. 4-56. Defect observed in silicon epi­
taxial layers (magnification approximately 
700x). 

Masking. In order to provide localized epitaxial growth, it is often desired to 
mask the deposition at some areas on a slice. This may be done either by cover­
ing the specified areas of the slice with a material on which silicon will not nucle­
ate, or by covering it with a material that can later be removed, along with any 
silicon which deposited on it. 

Silicon dioxide is very convenient to use as a mask since it can be easily deline­
ated by standard photomask techniques. If the oxide is clean and free from pin 
holes, silicon nucleation is quite difficult. For example, during a normal cycle lit­
tle silicon will be deposited on an oxide which is added to the slice after insertion 
into the reactor. Conversely, if the oxide is dirty, or has had a nucleation agent 
deliberately added, there is usually a uniformly thick layer of silicon grown. In 
addition, the choice of low flow rates95 and reduction of the width of the oxide 
strips96 both reduce the likelihood of nucleation. Figure 4-58 illustrates the differ­
ence in the amount of spurious growth which occurs between narrow and wide 
expanses of oxide. Silicon slices with holes in them, metal masks laying on the 
surface, and lampblack have also been used to approximately limit deposition, but 
lack of definition restricts their use. 

Silicon Evaporation. It is possible to evaporate silicon in a high vacuum, but 
if it is deposited on a cold substrate, the layer will be of very high resistivity and 
apparently amorphous. As the substrate temperature is increased, diffraction 

Fig. 4-57. The effect of low deposition 
temperature on silicon epitaxial surface 
(magnification approximately SOX). 



Fig. 4-58. The effect of narrow oxide stripes 
on spurious nucleation. The smallest rec­
tangles are approximately 5 X 7 mils. 
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peaks gradually appear, as shown in Fig. 4-59.97 The resistivity of the layer 
decreases as the temperature of the substrate it is deposited on is raised, and then 
sometimes goes through another maximum in the temperature range of 800 
to lOOO°c. The character of this peak seems to be quite dependent on the particu­
lar heat treatment given and to the impurity content of the silicon.97,98 If the 
deposition temperature is above about I 100°C and a single crystal silicon substrate 
is used, the layer appears to be single crystal and can be used for device 
construction. 13,99 

Electron beam,13,14,lOO r-f levitation,52 direct ohmic heating,lOl and resistance­
heated crucibles such as boron nitride 97 and Al20 3 have all been used to vaporize 
silicon. Most of the systems have been conventional in layout, i.e., the silicon 

Fig. 4-59. X-ray diffraction pattern of silicon 
films vacuum-deposited at the indicated sub­
strate temperatures. ( Collins. 97) 
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source is separated from the substrate by several inches and has a separate sub­
strate heater. One variation that has been reported is to have the silicon source in 
the form of a slice separated from the substrate by only a few mils. The complete 
assembly, silicon source slice, spacer, and silicon substrate is then induction­
heated.lo2 The quality of film perfection seems to be directly related to the 
vacuum; 10-6 torr is marginal. 10-7 and above is to be preferred. 

Though film perfection has not yet reached the levels attained by the various 
vapor reduction processes, there are some advantages to be seen in vacuum deposi­
tions. It should, for example, be easier to grow in localized areas by a vacuum 
deposition. It has been proposed to build microcircuits by the direct deposition of 
metals by ion beam.lo3 The use of silicon in a programmed beam would even 
eliminate the need for masks. A vacuum system should have little "dope holdover" 
and thus can afford rapid change of doping levels or type. Since there is no 
chemical reaction at the surface, mass transport effects are also eliminated. Major 
disadvantages at present include complicated equipment, the requirement of very 
high vacuum, and poor rum perfection. 

True Epitaxy. Oriented overgrowth of silicon on sapphire, quartz, and germa­
nium substrates has been obtained.lo4-lo6 It is not yet clear whether the crystal 
perfection and electrical properties will be comparable to more conventionally 
grown silicon, or if they will be severely degraded because of excessive dislocations 
and lattice strain. 

Polycrystalline Deposits. Polycrystalline silicon deposits have been intention­
ally made both by vacuum deposition and by vapor decomposition. Some of the 
rums were prepared for use as resistors,97,lo7 but most have been used for device 
study.108-110 In some instances, such ffims have been used to make devices similar 
to those normally constructed of single-crystal material, e.g., solar cells; in others, 
devices depending on majority carriers were examined; and finally, there have been 
miniature devices constructed in individual crystallites. 

Rheotaxial Growth,111,112 In an effort to minimize the effect of a foreign sub­
strate and to enhance the silicon surface mobility so that it may more readily grow 
as a single-crystal layer, depositions have been made on fluid substrates. The 
requirements for such a fluid is that it be nonreactive with silicon and with the 
support material; that its melting point be well above the operating range of any 
devices to be made; that it be nonconducting when solid; and that its expansion 
coefficient closely match that of silicon. Various mixtures of Na20, MgO, and 
Si02 meet these requirements and have been used on aluminum oxide supports. 
Silicon has been deposited over the range from 900 to 1200°C, but the most suc­
cessful temperatures were from 1120 to 1170° C. The ffim perfection of silicon 
deposited in this manner is not presently comparable to that deposited on silicon, 
but it is considerably better than that obtained by direct deposition on the alumi­
num oxide support. 
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Crystal Habit and Orientation 

5-1. CRYSTAL SYSTEMSl,* 

Crystals are characterized by an orderly array of their atoms; that is, an arrange­
ment which recurs regularly throughout the crystal. This can be visualized by con­
sidering that the whole crystal is composed of a series of little parallelepipeds 
stacked so that there is no space between them. Each of these boxes may contain 
many atoms in some peculiar configuration; but for a particular crystal, all boxes 
and their contents are identical. The corners of the boxes are defined as space­
lattice points and each have identical surroundings. In other words, an observer 
has no way to distinguish one point from another. It can be shown that there are 
only 14 ways to place the points and construct the parallelepipeds so that they are 
stacked face-to-face with no gaps. ,f 

These 14 constructions are usually grouped into seven crystal systems accordihg 
to the relative length of the three axes and the angles between these axes. niese 
systems are described as follows: 

1. Cubic. Three equal lengths, mutually perpendicular axes. 
2. Tetragonal. Three mutually perpendicular axes with two of the axes of 

equal length. 
3. Orthorhombic. Three mutually perpendicular, unequal length axes. 
4. Hexagonal. Three coplanar axes of equal length making a 1200 angle with 

each other and a fourth axis of different length perpendicular to the others; 
or, two equal length axes making a 120 0 angle with each other and perpen­
dicular to a third of different length. 

5. Monoclinic. Three unequal length axes, two of which are perpendicular. 
6. Rhombohedral. Three equal length axes, having equal, but not 900

, angles. 
7. Triclinic. Three unequal length axes not at right angles to each other. 

Each of these classes is shown in Fig. 5-1. 
The various planes that pass through the crystal are described in terms of Miller 

indices. These are defined as the reciprocals of the intercepts of the plane in 
question with the three crystallographic axes. These reciprocals are usually 

* Superscript numbers indicate items listed in References at the end of the chapter. 
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Fig. 5-1. Crystal systems. (From "Mineralogy," 5th ed., by Kraus, Hunt, and Ramsdell. 
Copyright, 1959. McGraw~Hill Book Company. Used by permission.) 
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Fig. 5-2. Low indices planes. 
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expressed as the smallest possible integers having the same ratio and are written 
as (hkl). This is illustrated in Fig. 5-2 for the three more common planes. 

EXAMPLE 5-1. What are the Miller indices of a plane which cuts the x axis at lh, the y 
axis at 2, and is parallel with the z axis? The intercepts are lh, 2, 00; the reciprocals are 2, 
lh, 0; cleared offractions, the reciprocal ratios become 4, 1,0, so the Miller indices are (410). 

From the definition of Miller indices just given, a (200) plane, for example, 
would not be allowed since it could be reduced and expressed as (100). However, 
present usage sometimes permits higher-order indices. The lowest-order indices 
are used to designate the planes forming the boundaries of the unit cell. Thus, in 
Fig. 5-3,2 atoms 1,2,4,5, and 6 would be included in a (l00) plane. However, 
the plane parallel to it and passing through atoms 7,8,9, and 10 is a (200) plane. 
On a gross scale no difference between the two can be detected, so that from 
a crystallographer's point of view, the original definition is quite adequate. It is 
only when atomic examinations are made that such distinctions are required. 

For cubic crystals of single elements, e.g., silicon, the (100), the (010), and the 
(001) planes are indistinguishable, as are the (110), the (101), and the (011) 
planes. 

In the event that a plane crosses an axis on the minus side of the origin, that 
intercept is written with a bar over it. Figure 5-2d illustrates a (110) plane. If it 
had crossed both the a and the b axes on the minus side, then it would have been 
parallel to a (110) plane and may be written as such. In order to indicate a full 
family of equivalent faces, for example, the group (100), (010), (001), (100), 
(010), (001); the notation {lOa} is used. 

Since the crystal is made up of a large number of atoms arranged repetitively, 
there will be a multitude of parallel and equally spaced (hk/) planes throughout the 
crystal. If a is the separation of the "comer" atoms, the spacing of any set of 
planes in the cubic lattice is given by:3 

dhkl = (h2 + k2a+ /2)112 (5-1) 

asilicon = 5.42 A = 5.42 X 10-8 em 
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)----( 0 

Fig. 5-3. Diamond lattice. ( WyckOff.2) 

Spacing of some of the low-indices silicon planes is given in Table 5-l. 
The equation for a plane is 

h k l a x + bY + c z = const 

Since silicon is cubic, a = b = c, and the equation reduces to 

hx + ky + lz = const 

Two planes hkl and h' k' l' intersect in a line [uvw], and it can be shown that 

w= I;~I 
A zone axis is a line (plane edge) parallel to all planes within that particular 

zone. Thus a [100] zone includes all planes passing through a [100] line and 
would be the family (Okl). 

Table 5-1 

d100 5.42 A 
duo 3.83 A 
dU1 3.13 A 
d123 1.56 A 
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The angle a between any two planes (hkl) and h'k'I' is given by:3 

hh' + kk' + Il' 
cosa=~~~=T~~~~~=T~~~ 

V(h2 + k2 + 12)(h'2 + k'2 + 1'2) 
(5-2) 

EXAMPLE 5-2. The angle between a (110) and a (111) plane is given by: 

1+1+0 2 
cos a = V(1 + 1 + 1)(1 + 1) y'6 

a = 35.26 0 

A tabulation of angles between some common planes is given in Table 5-2. * 
The indices of a direction through the crystal are determined by: 

1. Considering that travel starts at the origin and is to go through some point 
p in the lattice. 

2. Reaching that point by going a distance u along the x axis, a distance 
v parallel to the y axis, and a distance w parallel to the z axis. 

3. Expressing ratio of u:v:w as the smallest possible set of integers h:k:/. 
These are the direction indices and are written as [hkl]. A complete set of 
equivalent directions is written as (hkl). 

For a cubic system, a direction will always be perpendicular to a plane with the 
same indices, but in other systems this is not generally true. 

5-2. SILICON STRUCTURE 

Silicon belongs to the cubic crystal system and has a diamond structure.2 This 
is characterized by having each atom symmetrically surrounded by four equally 
spaced neighbors. Figure 5-3 shows an isometric and a planar view of the posi­
tion of the atoms with respect to the crystal axes x,y, and z. The number in each 
circle is the distance that particular atom lies below the plane of the paper. 
Another way of visualizing the atom's position is to consider the lattice as two 
interwoven face-centered cubes with the origin of one displaced v.., Y4, Y4 from the 
other. This is shown in Fig. 5-4. We can extend Fig. 5-3 as shown in Fig. 5-5. 
Neither Fig. 5-3 nor 5-4 shows the location of the bonds between atoms that hold 
the crystal together. Figure 5-6a shows the complete bonding for one atom, while 

o 

Fig. 5-4. Diamond lattice 
shown as two interwoven 
face-centered cubes. 

Fig. 5-6b shows the same atoms as in Fig. 5-3, but with 
bonds drawn in.4 

Examination of Figs. 5-3 to 5-6 shows that the atoms 
combine to form well-defined sheets with spacing 
between the sheets varying according to their orienta­
tion. For example, looking down upon a (001) face 
(Fig. 5-3), there are three sheets of atoms equally 
spaced between consecutive (100) planes. Figure 5-7 
shows these spacings and some of the others to be 
observed while looking in the [001] direction. 

* A more complete listing may be found in Peavler and 
Lenusky, "Angles between Planes in Cubic Crystals," IMD 
Special Report, no. 8, American Institute of Mining, Metal­
lurgical and Petroleum Engineers. 
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Table 5-2. Angles between Crystallographic Planes (and between Crystallographic Directions) 
in Crystals of the Cubic System 

{HKL} {hkl} Values of angles between H KL and hkl planes (or directions) 

100 100 0.00 90.00 
110 45.00 90.00 
III 54.74 
210 26.56 63.43 90.00 
211 35.26 65.90 
221 48.19 70.53 
310 18.43 71.56 90.00 
311 25.24 72.45 

llO 110 0.00 60.00 90.00 
III 35.26 90.00 
210 18.43 50.77 71.56 
2ll 30.00 54.74 73.22 90.00 
221 19.47 45.00 76.37 90.00 
310 26.56 47.87 63.43 17.08 
311 31.48 64.76 90.00 

III 111 0.00 70.53 
210 39.23 75.04 
211 19.47 61.87 90.00 
221 15.79 54.74 78.90 
310 43.09 68.58 
311 29.50 58.52 79.98 

210 210 0.00 36.87 53.13 66.42 78.46 90.00 
211 24.09 43.09 56.79 79.48 90.00 
221 26.56 41.81 53.40 63.43 72.65 90.00 
310 8.13 31.95 45.00 64.90 73.57 81.87 
311 19.29 47.61 66.14 82.25 

211 2ll 0.00 33.56 48.19 60.00 70.53 80.40 
221 17.72 35.26 47.12 65.90 74.21 82.18 
310 25.35 40.21 58.91 75.04 82.58 
311 10.02 42.39 60.50 75.75 90.00 

221 221 0.00 27.27 38.94 63.61 83.62 90.00 
310 32.51 42.45 58.19 65.06 83.95 
3ll 25.24 45.29 59.83 72.45 84.23 

310 310 0.00 25.84 36.87 53.13 72.54 84.26 
311 17.55 40.29 55.10 67.58 79.01 90.00 

311 311 0.00 35.10 50.48 62.96 84.78 

5-3. CRYSTAL HABIT 

Silicon belongs to the hexoctahedral class, and the preferred growth habit is 
octahedral (Fig. 5-8), i.e., bounded by the family of {Ill} planes. Usually, how­
ever, externally imposed constraints prevent well-defined faces from forming. 
Crystals grown from the vapor usually have the fewest of these constraints and 
often develop rather large facets. Small octahedrons sometimes are to be observed 
from nucleation on oxide during selective epitaxial depositions. In the manufac-
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ture of bulk silicon, large, beautiful single crystals sometimes 
grow out from the furnace walls (see Fig. 5-9). In this case, 
the constraint appears to be one of a silicon-halide concen­
tration gradient in the feed stream which promotes a length 
increase. Crystals grown in this fashion invariably have the 
long axis in the [Ill] direction. 

Occasionally, single crystals will form on the surface of a 
pool of molten silicon. These are almost always flat, regular Fig. 5-8. Octahedron. 
six-sided platelets bounded by {Ill} planes. If a small 
amount of molten silicon is extruded from a crack in an otherwise frozen ingot, 
single crystals sometimes form and are usually octahedral. 

Though thermal gradients in the melt allow little face development in crystals 
grown from the melt, there are vestiges which always occur and give characteristic 
markings to crystals grown in different crystallographic directions. In general, the 
smaller the thermal gradient, the better developed the faces will be. Figure 5-10 
shows the effect of radial thermal gradients on the top of crystals grown in the [100] 
direction. The crystal on the left was grown in a melt with a very small radial gra­
dient so that its shape was determined primarily by the slow growing (111) faces. 
The middle crystal is intermediate, and the one on the right was grown in such a 
manner that the thermal gradients completely determined its shape. 

If the crystal is grown in the [111] direction, and if the top is quite flat, the 
(111) plane perpendicular to the growth direction will be exposed and there will 
be large "flats" visible, such as the flat which corresponds to face I of the octahe­
dron of Fig. 5-11a. If the crystal is growing out at an angle near 70° to the melt 
surface, (111) planes corresponding to faces 2, 3, and 4 will each be tangent to the 
growing conical crystal at one place, and about each of these points, portions of 
the planes will grow and produce small flats. If the crystal is then tapered in at 
the bottom with the same angle, three more faces of the octahedron will be tangent 
and will produce flats. In the octahedron of Fig. 5-11b, one of these faces is 
labeled "5." The other two are not visible. Note that the flats produced on the 
bottom are rotated 60° from those appearing on the top. It is also possible to 
grow the crystal top nearly flat and have all six of the (111) planes just discussed 
form ridges or flats on the crystal top. The ridges apparently form when planes 

Fig. 5-9. Single silicon crystal grown from vapor phase (length, approximately 3.5 in.). 
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Fig. 5-10. The effect of thermal gradients in the melt on crystal shape. 

2, 3, 4, 5, 6, and 7 are trying to grow and intersect planes 1 or 8 (the horizontal 
ones) which are also growing out into the melt. 

When the crystal is grown as a right circular cylinder, there are three equally 
spaced fiats extending down the side. Each of these is a succession of small {Ill} 
growth planes intersecting the surface of the crystal and presenting a shingled 
appearance as they progress down the crystal. The gross effect is that of a some­
what rough (110) plane extending down the crystal. Planes cutting the crystal 
parallel with the direction of growth and along the ribs are {11 O}. Planes cutting 
the crystal parallel with the direction of growth and midway between the ribs are 
{211 }. These various configurations are shown in Fig. 5-12. 

If a crystal is grown from the melt in a [1001 direction, the top will be squarish 
and normally have four equally spaced ribs extending radially out from the seed. 
These will extend down the sides of the crystal as fiats. However, where the tran­
sition is made from top to side growth, there will be fiats developing instead of 
normal ribs. In the event that the crystal is grown cone-shaped, and if the angle 
the cone makes with the plane of growth is approximately 54 0 [coinciding with the 
angle a (111) plane makes with a (100) plane], fiats will extend the full length of 
the cone. Since {liO} planes are perpendicular to some (111) and (100) planes, 
it follows that a plane cutting the crystal along the ribs and perpendicular to the 
plane of growth is a (110) plane. It further follows that other (100) planes cut 
the crystal along the diagonals of the square top. These details are shown in 
Fig. 5-13. 

EXAMPLE 5-3. Find the position of marking (either fiats or ridges) down the sides of a 
crystal grown in the [112] direction. 

(a) (b) 

Fig. 5-11. Views of octahedrons. 
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Fig. 5-12. Views of various planes cutting a crystal grown in [111] direction. 

SOLUTION. In general, it can be concluded that markings will occur on the growing crys­
tal only where (Ill) planes are tangent to the periphery of the melt-crystal interface. Thus, 
find the trace of (Ill) planes on the (Il2) growth plane. Then, where these lines are tan­
gent to a circle representing the crystal cross section, marks will appear. 

5-4. ROUGH ORIENTATION 

If a crystal of some orientation has been grown, how does one choose the proper 
cutting direction in order to expose a particular plane? 

One method is to grow the crystal in the [100] direction, then cut it into a cube 
with the (100) faces exposed as illustrated in Fig. 5-13. Next, mark the desired 
intercepts on the three edges and cut accordingly. 

EXAMPLE 5-4. To expose a (123) face: Since the Miller indices are the reciprocals of the 
intercepts, the plane must cut the x axis at unit distance, the y axis at J,2 unit, and the z axis 
at Y.! unit. The unit length is quite arbitrary since any length chosen will give a plane par­
allel to that described by any other unit length. This process is shown in Fig. 5-14. 

Fig. 5-13. Views of various planes cutting a crys­
tal grown in [100] direction. 

[a) 

[010) 

_"101 
I (100) 

(110) 

(b) 

(el 
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~lunit~ 

Another useful method is to calculate the angle the required 
plane makes with two planes already known in the crystal. Then, 
if the desired plane should make an angle of 900 with one of these 
two reference planes, orienting and sawing are quite simple. 

EXAMPLE 5-5. To expose a (311) plane: A check of Table 5-2 
shows that this plane is perpendicular to one of the {11 a} family. 
Since it is easy to locate (110) faces in a crystal grown in the [Ill] 
direction (see Fig. 5-12), use such a crystal as starting material. 
Table 5-2 also lists a series of values for the angle between (311) 

Fig. 5-14. A (123) and (111) planes. These numbers cover the whole family of 
plane exposed by cut- planes {Ill} so that care must be taken to choose the correct one. 
ting off a corner of a 
cube bounded by {100} 
planes. 

The application of Eq. (5-2) shows that the (311) plane is per­
pendicular to the (alI) plane, and that the (alI) plane is perpen­
dicular to a (111) plane. Accordingly, the required angle is that 
between the (311) plane and the (111) plane (29.5"). The crys­

tal is mounted on a horizontal sawing block with one set of ribs vertical. A cross cut making 
an angle of 29.5" with the vertical will expose the desired (311) plane. This is shown 
in Fig. 5-15. 

5-5. X-RAY ORIENTATION 

The methods described in the previous section make it possible to estimate to 
within a few degrees the orientation of a cut. However, it is often necessary to cut 
slices or expose faces that are accurately oriented to within a few minutes and to 
check with similar accuracy the orientation of already cut slices. 

There are two methods normally used. One is by measuring the Bragg angle 
from the desired plane and comparing it to the cut face; another is an optical 
method dependent on light reflections from etch figures in the silicon surface. 

If an X-ray beam impinges on a crystal, it will be scattered by the various atoms 
it strikes in the crystal. Normally, the scattering will be random, but if a proper 
relation is established between the geometry of the incoming beam and the atomic 
arrangement, then in-phase or coherent scattering will occur. In particular it can 
be shown that if a parallel, monochromatic X-ray beam of wavelength A strikes a 
crystal in such a manner that the grazing angle of incidence () and the spacing d 
between the planes of atoms follow the relation nA = 2d sin (), where n is an inte­
ger, the beam will appear to be reflected at the same angle. This angle is called 
the Bragg angle. The derivation of this expression may be found in any standard 
text on X rays, such as "X-rays in Practice" by Wayne T. Sproul. However, the 
qualitative explanation is as follows: If the length of the path of the portion of the 
beam reflected from two adjacent planes differs by an integral number of wave-

(] I I) plane Saw cut to I I expose 1311) Iv'I'", r @ 
illO) plane 

1 a) Ib) 

Fig. 5-15. Method of cutting a (311) plane from 
a crystal grown in the < 111 > direction. 
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X-roy beam 

Fig. 5-16. Geometry for X-ray diffraction. 

e 
Crystal planes 

lengths, then the two portions will be in phase and will add. If any other path 
length occurs, then partial or complete cancellation will occur. The condition for 
the path lengths to differ by a full wavelength is seen from Fig. 5-16 to be that 
which makes the distance ABC equal to the wavelength. Thus 

A = 2dsinO (5-3) 

or 

If the wavelength of the X rays used and the spacing of the desired plane 
are known, the angle at which coherent scattering or "reflection" is expected can be 
calculated. Then, if an arrangement such as is shown in Fig. 5-17 is used, the 
source and detector may be set at the proper angles and the surface of the crystal 
rocked until a maximum occurs. It follows that the desired crystallographic plane 
makes an angle 0 with the beam and thus lies along the reference plane A. If the 
surface of the crystal does not also lie in this plane, then it is misoriented by the 
difference between itself and the reference plane. 

Various manufacturers, such as G.E. and Philips, make X-ray equipment expressly 
designed for orientation work. In these, the detector may be set at twice the Bragg 
angle, and the crystal holder slowly rotated (usually by hand) about one axis only. 
If the crystal is badly misoriented, it is conceivable that the X-ray maximum can­
not be found since no amount of adjustment about one axis can bring a randomly 
oriented plane into position to reflect into the detector. Some latitude is built 
into the machines, however, in that the detector usually has a slit or line aperture 
so that if the beam is deflected slightly to the side, it may still be found. The 
observed angle will not, however, be the correct one. 

Normally, an auxiliary holder is added which allows the crystal to be rotated 
about two axes so that a true maximum can be found and the alignment more 

L X-roy detector 

I A 2() 
X- roy _ 
source c:::Jr-----?Io)o--..,-L-- --'----- Reference plane 

~ Crystal (which must be 
rotated about point A) 

Fig. 5-17. X-ray crystal orientation. 
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Fig. 5-18. Methods of rotating crystal holder. 

accurately performed. Two ways of effecting the added degree of freedom of the 
holder are shown in Fig. 5-18. They are equivalent so a choice can be made on 
the basis of ease of mechanical construction. 

Orientation for sawing can be done either by building a combination crystal jig 
which can be used in both the X-ray machine and the saw, or by having a sawing 
jig only. The latter is simpler to construct, but requires the cutting of a test slice, 
checking the slice orientation, and then making the required corrections. 

Some types of crystals, such as silicon, have atoms interspersed between the 
major crystallographic planes. For example, reference to Fig. 5-3 shows that 
(100) planes do not include the atoms inside the box. These extra atoms some­
times scatter X rays in such a manner as to prevent a maximum from occurring at 
the expected Bragg angle. This can be visualized by imagining a sheet of atoms 
spaced halfway between the normal reflecting plane (see Fig. 5-19). If the angle 
is adjusted so that the distance ABC is a whole wavelength in order to give con­
structive interference with the ray from plane I, then A'B'C' is one-half a wave­
length and so will cancel out the ray from plane I. However, if the angle is 
changed to be appropriate for a spacing of d/2, then reflection will be observed. 

The planes that will give reflections may be calculated from the position of the 
atoms in the unit cell. For the diamond lattice, which silicon has, these calcula-

Table 5-3. Planes from Which X-ray Reflections Are to Be Expected, Their Spacing, and the 
Bragg Angle When Using the Copper Kal Line 

Allowable h2 + k2 + {2 dhkl 
planes 

Sin 11 l1"kl 211hkl 

111 3 3.1354 0.24566 14.21 28.42 
220 8 1.9200 0.40117 23.65 47.30 
311 11 1.6374 0.47041 28.06 56.12 
400 16 1.3576 0.56736 34.56 69.12 
331 19 1.2459 0.61822 38.18 76.36 

422 24 1.1085 0.69485 44.00 88.00 
511,333 27 1.0452 0.73694 47.46 94.92 

440 32 0.9599 0.80242 53.36 106.72 
531 35 0.9179 0.83914 56.05 114.10 
620 40 0.8586 0.89709 63.78 127.56 

533 43 0.8281 0.93014 68.45 136.90 
444 48 0.7838 0.98271 79.33 158.66 
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Fig. 5-19. Reflections from an intermediate 
plane. 

tions show that if the sum of the square of the Miller indices equals one of the 
series 3, 8, 11, 16, 19, etc., then reflections will occur. 

h2 + k 2 + !2 = (4n - 1) 
h2 + k 2 + [2 = 4n 

These results are summarized in Table 5-3. 

for n = any odd integer 
for n = any even integer (5-4) 

EXAMPLE 5-6. Will the (100) plane yield a reflection? If not, what is the lowest indices 
plane parallel to it that will? 

h2 + k 2 + [2 = 12 + 0 + 0 

Since 1 is not included in the allowable numbers determined by Eq. (5-4) or listed 
in Table 5-3, no reflections will occur. Similarly none will be observed for the (200) or the 
(300) plane. The (400) plane does, however, reflect. 

If it is desirable to X-ray orient parallel to the (100) plane, it is necessary 
to look for the (400) plane. The spacing is i4 that of the (100) planes. 

EXAMPLE 5-7. What angle must one use for orienting (110) planes? The Kal line of a 
copper target tube will be used. Reference to Eq. (5-4) shows that the lowest-order reflect­
ing planes parallel to a (110) plane is the (220). dno is found from Table 5-1 to be 3.84 A. 
Thus, the d220 spacing is 1.92 A. The X-ray emission spectrum from a copper target 
includes al, a2, and f3 components in the K series. A nickel filter removes the f3 peak, and 
since the Ka doublet is easily resolved on sensitive equipment, the Kal peak (Aal = 
1.54050 A)* alone is used. Thus, from Eq. (5-3), 

. 8 1.54 040 
sm = 2 X 1.92 = . 

8 = 23.6° 

5-6. OPTICAL ORIENTATlON5-9 

When the proper chemicals are used, silicon can be preferentially etched so that 
( Ill) planes are exposed. That is the etch rate in the [111] direction is slower 
t~ions. Such selectivity creates e - e ne pa ems on the 
surface and can be used to determine the surface orientation. Thus, if the surface 
were originally near a (111) plane, there would be little three-sided inverted pyra­
mids (tetrahedrons) etched in the surface. If a (100) plane is etched, then four­
sided pyramids will result. Originally, the etch figures were individually examined 
microscopically, but more recent equipment depends on large-scale reflections. 

* M. E. Straumanis, P. Borgeaud, and W. J. James, Perfection of the Lattice of Dislocation­
free Silicon, Studied by the Lattice Constant and Density Method, J. Appl. Phys., vol. 32, 
pp. 1382-1384, 1961. 
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(l00) 
surface 77777777,"", 

Fig. 5-20. Reflections from etch pits. 
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If a parallel beam of light shines on the surface, the exposed (111) faces will 
reflect the light back in the manner shown in Fig. 5-20. In the case of a four-sided 
pyramidal hole, light will be reflected back as four symmetric rays plus the one 
reflected back from the unetched surface. Further, if the original light is normal 
to the (100) plane (not necessarily to the exposed face), then the reflecting planes, 
and consequently the rays, will be symmetrically spaced. When an arrangement 
such as shown in Fig. 5-21 is used, the reflected rays will appear as spots on the 
screen. Usually the etch used exposes not only (111) faces, but others of the same 
zone, for example, 110, 113. These also reflect and cause what would normally be 
well-defined spots to become long ovals. Figure 5-22 shows patterns typical of the 
more common planes and the relation between these spots and other crystallo­
graphic directions. If the crystal is mounted so that it can be tilted, adjustments 
can be made until the spots are symmetrically arranged about the center. The 
amount of misorientation can then be determined by the amount of tilting required. 

The accuracy of the optical system depends both on the care with which the 
optical system is built and on the ability of the etch to leave flat surfaces. If, for 
example, the etching procedures leave steps or slightly curved surfaces, then the 
accuracy will be impaired. The best results have been reported using either molten 
salts or metals and are of the order of 3 min. However, boiling for five minutes 
in a 5 per cent solution of NaOH will give an etch surface good enough for 15 min 
accuracy. 

5-7. TWINNINGIO,ll 

Occasionally, two or more crystals of the same material will grow in such a 
manner that at the intersection they share a common plane and sheet of atoms, but 

Sample ~ 

Screen 

1££ 
I 

Collimated light 
source 

Fig. 5-21. Optical orienting arrangement. 



Fig. 5-22. Optical orientation patterns. 
(Courtesy Micromech Manufacturing Co.) 
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otherwise their orientation is different. This is referred to as twinning, and for a 
given material the orientation between the two crystals is fixed. A discussion of 
the crystal symmetry properties which determine the orientation will not be given; 
instead the reader is referred to crystallography texts for details. 

Based on geometric laws, crystals with the diamond lattice may twin with either 
a (Ill) or a (112) common plane, and for these crystals the twinned portion 
appears as a reflection of the original crystal in the twin plane.12 This is illustrated 
by Fig. 5-23. If actual atomic structure and low-energy requirements are consid-
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Original 
lattice 

Twinned 
lattice 

Reflection plane 

ered, only (111) twinning would be expected and has 
been experimentally confirmed for diamond,12,13 silicon,14 
and germanium.15-17 

In order to visualize the relative orientation of such 
crystals, consider the two cubes in Fig. 5-24a. First cut 
off a corner of one of the cubes along a (111) plane as 
shown. Then remove a corner of the second cube, again 
along a (111) plane, and join them together as shown in 
Fig. 5-24h. Thus, while the two cubes have a common 
(111) plane, their relative orientation is different. Figure 
5-24c shows twinned octahedrons as they would look 
under ideal growth conditions. 

If twinning occurs while a crystal is being grown from 
Fig. 5-23. Reflection the melt, the new growth plane can be predicted since it 
twin. must make the same angle with the (111) twin plane as 
the original plane. This is illustrated in Fig. 5-25. One method of determining the 
new growth-plane indices is to refer to a tabulation of angles and find one that fits, 
however, the indices of the new plane with respect to the axis of the old one may 
also be calculated directly from the following three simultaneous equations.12 

ht + ku + Iv = -hp - kq - Ir 
kt - hu = kp - hq 
It - hv = I P - hr 

where (hkl) = indices of the twin plane 
(pqr) = indices of the original plane 
(tuv) = indices of the new plane 

If the twinning occurs while a crystal is being grown in the [100] direction, the 
twin plane will make an angle of 54.7° with the plane of growth so that if the crys­
tal length is increased enough, a segment with no twinned material will result. 
However, the new orientation will be of the {221} family. In the case of an 
original [111] growth direction, the twin boundary will usually make an angle of 
70.53° with the growing plane so that the next segment of the crystal will be grown 
in the [511] direction. Almost invariably, however, it will immediately twin again 
and proceed as a (1 II) . In rare occasions the growing (111) plane may be the 
twin plane. In this case further growth is in the [HI] direction. If the crystal is 

(0) ( b) (c) 

Fig. 5-24. Octahedral twin geometry. 
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growing in a plane such as the (211), then the twin 
plane may be the one perpendicular to the growth 
plane, so that any twins formed continue to propa­
gate themselves as long as the crystal is grown. 
Some of the twin possibilities for silicon are sum­
marized in Table 5-4. 

5-8. DETECTION OF TWINNING 

In the case of silicon grown from the melt, the 
gross shape of the crystal or boule is determined 
more by the thermal conditions of the melt than by 
its natural tendency to expose certain faces. Con­
sequently, detection of twins is usually accomplished 
by observing the boundary between the differently 
oriented regions. Normally, a line is visible where 
the common plane intersects the boule surface. 
Sometimes, however, it will be hidden by surface 

t Growth direction 

(Ill) plane 
/.....:_+-__ twin boundary 

fNew 
growth 
plone 

Fig. 5-25. Twinning geometry 
in crystal growing from melt. 
Since the same growth direction 
is maintained throughout the 
crystal, 81 must equal 82• 

blemishes such as an oxide film. Twin boundaries that intersect the bottom of the 
crystal usually are more discernible than those that do not. While careful search 
by a trained observer will usually yield all twins, a better procedure is to lightly 
sandblast the crystal and then give it a short etch. This surface treatment sharply 
delineates all boundaries and makes them clearly visible to even untrained observers. 

5-9. GRAIN BOUNDARIES 

If different portions of an ingot nucleate randomly and then grow together, the 
contact surface is a grain boundary. In this case there is no fixed relationship 

Table 5-4 

Original plane Twinning plane New plane 

100 III 122 
111 122 
III 122 
III 122 

110 III 114 
111 110 
111 110 
III 114 

III III 111 
III 511 
III 151 
III 115 
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Fig. 5-26. Lineage structure. 

between the two orientations in contact so that there will, in general, be a mis­
match of atoms and planes. The same techniques used in detecting twin bound­
aries are applicable for grain boundaries. 

5-10. LINEAGE 

In the event that a crystal starts to grow in an orderly fashion and gradually 
develops misalignment, the misaligned portion is called a lineage structure. This 
is illustrated by Fig. 5-26. If the misalignment is very severe, the joints become 
grain boundaries and may be observed with standard etching techniques. If there 
are only small deviations, detection is usually by X-ray techniques. 
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6 

Doping Procedures 

6-1. EFFECTS OF IMPURITIES ON RESISTIVITY 

The conductivity (J due to impurities in a semiconductor is given by: 

(J = eNp. (6-1) 

where e = electronic charge 
N = number of ionized impurities per unit volume 
p. = drift mobility of the current carrier 

For the more commonly used silicon doping elements (B, Ga, AI, In, As, P, and 
Sb) at room temperatures and for concentrations less than perhaps 5 X 1019/em3, 

each impurity atom occupies a substitutional site. The majority is ionized and con­
tributes to the conductivity. Thus, the N of Eq. (6-1) becomes the number of 
impurities in the silicon. If, however, the temperature is reduced sufficiently, the 
conductivity drops accordingly. 

The general character of the conductivity variation with temperature is shown 
in the graph below. 

The high resistivity in region I is due to the temperature being too low for 
the impurities to be ionized. Region 2 has normal "extrinsic" conductivity in 

Intrinsic 

3 2 

l/Temperoture,OA 

104 
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which transistors are normally operated. The increase in resistivity with tempera­
ture is caused by the mobility decrease with increasing temperature. Region 3 has 
intrinsic conduction, i.e., the temperature is high enough for valence to conduction 
band transitions so that the conduction is primarily due to thermally generated 
carriers rather than to impurities. In this region the conductivity varies exponen­
tially with temperature. 

Some impurities enter into the lattice interstitially rather than substitutionally 
and may not be ionized at room temperature. That is, they will not contribute to 
conductivity until the temperature is raised appreciably. They may, however, act 
as traps for carriers already present and so raise the resistivity. This can be visu­
alized as follows. 

Consider an n-type impurity with an ionization energy too high to be activated 
at room temperature. Its extra electron will then remain bound to the atom. On 
the other hand, any mobile hole which drifts into the vicinity will be "trapped" by 
the extra electron and will then be prevented from participating in the conductivity. 
Gold is one such element that behaves in this manner and is also amphoteric, i.e., 
can act either as a donor or an acceptor. Thus, as gold is added to either n- orl 
p-type material, it will immobilize the free carriers (either holes or electrons) and 
increase the resistivity. After an excess of gold has been added, however, it does 
dope p-type (approximately 105 ohm-em). The quantitative effect of gold and sil­
ver on silicon of various resistivities is given in Chap. 8. 

In addition, it is possible to have impurities dispersed in the bulk material 
so that they can contribute to conductivity and then, by various heating and cool­
ing cycles, cause the impurities to precipitate along dislocations where they behave 
as an inert aggregate in a silicon matrix. 

For the present these effects will all be neglected so that Eq. (6-1) is adequate. 
In the event that there are both p- and n-type impurities in the material, then it is 
only the excess of one over the other that contributes to the conductivity. 

Equation (6-1) has been plotted for a wide range of impurity levels and is 
shown in Figs. 6-1 to 6-4,1,* The impurity levels are shown as Nd (number of 
donor atoms/cm3 ) or Na (number of acceptor atoms/cm3 ) versus resistivity, but 
if the total impurity content is low enough for the mobility to be independent of 
the total number of carriers (both n - and p-type), then it is acceptable to use these 
curves for Nd - Na versus resistivity. 

EXAMPLE 6-1. How many atoms/em3 of phosphorus will be required to dope silicon to 
0.75 ohm-em? From Fig. 6-2 it is found that the required concentration is 7.5 X 1015 

atoms/em3 • 

While Figs. 6-1 to 6-4 are plotted in terms of impurities/em3, it is often desirable 
to express the impurity content in ppb, which really means atoms of impurity /bil­
lion silicon atoms and not parts by weight or parts by volume. Since by definition 
1 g atomic weight of any element contains 6 X 1023 atoms 

28 (atomic weight of silicon) _ 121 3 

2.3 (density of silicon) - . cm 

* Superscript numbers indicate items listed in References at the end of the chapter. 



1 06 Silicon Semiconductor Technology 

E 

104 

)'" 
2 

3 10 
a 

';' 4 
E 

.<= 
o 
<i. 

I 

"'-
"' "-

'V ... ptype 

'~ i't\. 

t\. 
n type A " "\. " " f\. 1'1\. 

~ 

" " '" 
1\ 

I' 

10 1012 2 4 6 a 1013 2 4 6 a 1014 2 4 6 a 10 15 

NT fcm 3 

Fig. 6-1. Resistivity versus impurity 
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and 1015 impurities/em3• (Extrap­
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from which 1 cm3 contains 6 X 1023/12.1 = 5 X 1022 atoms. Thus, 1 ppb = 
5 X 1013 atoms/em3 . 

EXAMPLE 6-2. A sample of silicon has 2 ppb of phosphorus and 1 ppb of boron. What 
is its resistivity? 

The net impurity content is 1 ppb n-type. This corresponds to 5 X 1013 atoms/em3, 

which gives, from Fig. 6-1, a resistivity of 100 ohm-cm. 
EXAMPLE 6-3. How many milligrams of arsenic per gram of silicon must be incorporated 

into the lattice to give a resistivity of 0.1 ohm-cm if there is already 6 ppb of boron in the 
silicon? From Fig. 6-3 it is found that 0.1 ohm-cm requires 9 X 1016 n-type impurities/cm3• 

Thus 9 X 1016 atoms/cm3 plus enough to compensate for the 6 ppb boron already there, or 
9 X 1016 plus 3 X 1014 arsenic atoms/cm3 will be required. Since the density of silicon is 
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2.32 g/cm3, 9.03 X 1016/2.32 or 3.87 X 1016 atoms of arsenic per gram of silicon will 
be required. The 3.87 X 1016 atoms of arsenic weighs (3.87 X 1016)/(6 X 1023 ) X 75 g 
(75 is the atomic weight of arsenic*) , or finally 4.8 /log of arsenic per gram of silicon must be 
introduced into the silicon lattice to reduce the resistivity to 0.1 ohm-cm. 

6-2. EFFECT OF SEGREGATION COEFFICIENT ON RESISTIVITY 

The previous section was devoted to calculations involved in determining the 
amount of impurity required in the silicon crystal to give the desired resistivity. 

* For convenience, the atomic weight and density of several of the more common doping ele­
ments are tabulated and included as Table 6-1. 

Fig. 6-4. Resistivity versus impurity density for 
INa - Ndl between 1018 and 1020 impurities/em3• 
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Table 6-1 . Miscellaneous Doping Information 

Element Atomic Segregation Atoms/mg Melting point, °C Boiling point, °C 
weight coefficient2 

B 10.82 0.80 5.55 X 1019 2300 >2550 
Al 26.97 0.0020 2.23 X 1019 660 1800 
Ga 69.22 0.0080 8.69 X 1018 29.8 1600 
In 114.76 4 X 10-4 5.25 X 1018 155 1450 
Tl 204.39 ..... ,' .... 2.68 X 1018 304 1650 

P 30.98 0.35 1.94 X 1019 44 280 
As 74.91 0.3 8.03 X 1018 Sublimes 
Sb 121.76 0.023 4.94 X 1018 630 1380 
Bi 209.00 7 X 10-4 2.88 X 1018 271 1450 
Zn 65.38 -1 X 10-5 9.22 X 1018 420 907 

Cu 63.57 4 X 10-4 9.47 X 1018 1083 2300 
Au 197.2 2.5 X 10-5 3.05 X 1018 1063 2600 
Pt 195.23 . . . . . . . . . , . . 3.08 X 1018 1773 4300 
Fe 55.84 8 X 10-6 1.08 X 1019 1535 3000 
Ni 58.69 . . . . . . . . . . . . 1.02 X 1019 1455 2900 

Co 58.94 8 X 10-6 1.02 X 1019 1495 3000 
Li 6.94 0.01 8.69 X 1019 186 >1220 

These calculations will now be extended so that the amount of dope that must be 
added to the charge can also be determined. These procedures are applicable to 
crystals grown from the melt but not to those grown from the vapor. For the 
latter the amount of impurities incorporated into the silicon depends on the rela­
tive reaction rates of various compounds and will be discussed in conjunction with 
vapor-phase crystal growth. 

As materials freeze, they usually reject impurities into the remaining melt so that 
purification occurs. In some instances (none reported in silicon) the reverse 
occurs so that the freezing portion has a higher concentration of impurity than the 
adjacent liquid. In either case, a segregation, or distribution, coefficient k is defined 
as the ratio of the concentration of impurity being incorporated into the solid to 
the impurity concentration in the melt at the liquid-solid interface. That is 

N solid = kNliquid (6-2) 

Thus, the more impurity that is rejected, the smaller k is. If no segregation occurs, 
i.e., the same concentration of impurity is in the melt as is in the frozen portion, 
then k = 1. 

Since k for silicon is less than 1, as the crystal is grown, the impurity concentra­
tion in the melt steadily increases and this in turn causes a similar increase in the 
concentration level of the growing crystal. For the present, k will be assumed to 
be independent of crystal-growth parameters such as pull rate, speed of rotation, 
and growth direction. In actual practice this is not so, and these variations can, 
in fact, be used for a variety of useful purposes. 

The expression for the concentration level in the solid as a function of the 
amount in the original melt and the fraction solidified is given by3 

Ns = kNm.o(l - X)k-l (6-3) 
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where X is the fraction of the melt solidified and N m,O is the melt concentration at 
the start of freezing, 

Figure 6-5 shows the behavior of Eq. (6-3) for a number of k values correspond­
ing to the more common dopes. The initially frozen portion has its impurity level 
reduced by a factor of 11k over that originally in the charge, but as the last por­
tion of the melt freezes, its concentration will be higher than was originally in the 
melt. For low values of k this will occur very close to the final freezing end and 
so is not shown in the figure. The lower the segregation coefficient, the higher the 
final concentration must be since ultimately one must account for all the dope. 
However, for k's near 1 it will occur much sooner, i.e., from Fig. 6-5, for k = 0.9, 
the concentration in the solid is greater than that in the original melt (though not 
by much) for the last 50 per cent of the silicon frozen. 

It is experimentally observed that if there is about 2 per cent by weight or more 
of impurity in the melt, it is impossible to grow single crystals of silicon. It can be 
expected then that as a crystal is grown from a melt heavily doped with a low­
segregation-coefficient element, some point will be reached beyond which twinning 
or polycrystalline growth occurs. * In many cases it will be this effect that will 
limit the impurity concentration that can be obtained in a single crystal rather than 
the limit of solubility of the dopant in silicon at its melting point. 

EXAMPLE 6-4. What is the lowest resistivity that can be obtained in an antimony-doped 
single crystal? 

U sing the criterion of 2 per cent maximum impurityt in the melt for single-crystal growth, 
the maximum amount of antimony allowed will be 0.046 g/cm3 . From Table 6-1, 46 mg of 
Sb contains 46 X 4.94 X 1018 or 2.3 X 1020 atoms. There is, therefore, approximately 
2 X 1020 atoms/cm3 of Sb in the melt. Since antimony has a segregation coefficient of 
0.023, the amount introduced into the crystal is 4 X 1018 atoms/cm3 . From Fig. 6-3 this 
corresponds to a resistivity of approximately 0.01 ohm-em, which is in close agreement with 
the experimentally observed value. 

In the event that there is more than one impurity present, it is assumed that they 

* This is due to constitutional supercooling and is considered in greater detail in Chap. 4. 
t See Chap. 4 for more precise numbers. 

Fig. 6-5. Impurity concentration versus fraction 
solidified for normal freezing. (Pfann. 3 ) 
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behave independently of each other so that the total impurity concentration along 
a crystal can be obtained by adding the concentration of each impurity calculated 
from Eq. (6-3). The resistivity along the crystal can then be determined from the 
resistivity-impurity concentration curves. 

EXAMPLE 6-5. The initial concentration of antimony in the melt is 1016 atoms/em3. 

What will be the resistivity of the crystal when lh of the melt has been grown if there is no 
other impurity present and if the original silicon had 4 ppb boron in it? 

Reference to Table 6-1 gives the segregation coefficient of Sb as 0.023. From a direct sub­
stitution into Eq. (6-1) or by reading from Fig. 6-4, the resistivity is found to be 1.3 ohm-em. 
Four parts per billion equals 2 X 1014 atoms/cm3• Table 6-1 gives the segregation coeffi­
cient of boron as 0.8. Substitution into Eq. (6-3) gives a concentration at the halfway point 
of almost exactly equal to the initial concentration in the melt, or 2 X 1014• The excess 
n-type impurity is then 8 X 1014 - 2 X 1014 so that the resistivity is now 1.6 ohm-em, or an 
increase of about 20 per cent because of the residual boron. 

Since boron is a common residual impurity in silicon, curves showing the behav­
ior of resistivity versus crystal length with varying amounts of n-type dope and 
boron are shown in Figs. 6-6 to 6-11. 

6-3. METHODS OF DOPING 

Having determined the amount of dope required, there still remains the problem 
of introducing it into the melt in a safe and reproducible fashion. 

Indium. Available in purities of 99.999 per cent. It boils above 1450°C and 
will alloy with silicon at any temperature above 300°C. It can be added directly 
to a charge before or after melt-in without fear of losses due to excessive evapora­
tion. Since it has such a low segregation coefficient (4 X 10-4 ), large quantities are 
required for normal doping. Because of this, the amounts required per charge are 
normally large enough to be directly weighed and handled without difficulty. 

Gallium. Available in purities of 99.999 per cent. It boils above 1600°C so it 
may be added to the charge before or after melt-in without loss due to evaporation. 
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Fig. 6-7. Calculated effect of 1 ppb boron on 
the resistivity of phosphorus-doped crystals. 

Fig. 6-8. Calculated effect of 4 ppb boron on the 
resistivity of phosphorus-doped crystals. 

Fig. 6-9. Calculated effect of 4 ppb boron on 
the resistivity of phosphorus-doped crystals. 
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Fig. 6-10. Calculated effect of 8 ppb boron on 
the resistivity of phosphorus-doped crystals. 

Fig. 6-11. Calculated effect of 8 ppb boron on 
the resistivity of phosphorus-doped crystals. 

It melts at 29.7°C, however, so that there is a problem in transporting it to a melt. 
Presumably, the desire to add it after the silicon has been melted would only occur 
in the growing of grown-junction crystals and represents a relatively small usage. 
Gallium cannot be dropped down a dope tube, for example, without a probable 
partial or complete loss due to wetting and sticking to the silica. Even with the 
wetting problem, however, small fused-silica buckets suspended above the melt 
have been used to directly add molten gallium to the melt. While still frozen, 
small pieces of gallium may be wrapped in indium foil, and then the combination 
can be added to the melt. Since the segregation coefficient of gallium is a factor 
of 20 greater than that of indium, most of the doping will be due to the gallium 
(unless a ridiculously large indium wrapper is used). If gallium were to be used 
in grown-diffused crystals, it could be added as a compound such as gallium 
arsenide. The arsenic would not bother since some sort of heavy n-type dope is 
usually added at the same time. 

Aluminum. High-purity aluminum is available and since it alloys with silicon 
at temperatures below 600°C and does not boil untillOOO°C, it can be used with 
no difficulty. 
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Boron. High-purity boron is difficult to obtain. It reacts with molten silicon 
quite slowly and has such a high segregation coefficient that it must almost always 
be diluted before using in order to obtain anything approaching precision doping. 
It then becomes appropriate to make boron-silicon alloys of various boron concen­
trations. Otherwise, weighing would be difficult and there would be a large risk of 
inadvertently losing the dope charge after it is weighed but before melt-in. The 
percentage of boron to be used will, of course, depend on the final crystal resistiv­
ity desired, but 0.01 to 1 per cent by weight is a useful range. Since elemental 
boron reacts slowly, it is necessary when making the alloy to allow from 30 min to 
2 hr for complete solution in the molten silicon. The process is speeded up 
by using a fused-silica paddle to stir the mixture and by keeping the molten silicon 
as hot as possible without the fused-silica container softening and collapsing. 
After complete solution, there are several paths to pursue in order to prepare the 
alloy for use. The charge may be cooled, cracked, mixed, and used. This has the 
advantage of simplicity but affords no purification. A boule (not necessarily 
a single crystal) can be grown from the melt, sliced, powdered, and used. This 
gives a one-stage purification and leaves the alloy in a form that can be easily 
handled. As a further refinement, the original charge can either be cast or grown 
as a long, thin rod and then zone-refined for additional purity. In any of these 
procedures care must be taken in the reduction-to-powder process in order to pre­
vent contamination. If the alloy is sawed into thin slices, they can be care­
fully cleaned and then broken quite easily as contrasted to the difficulty of reduc­
ing large chunks to powder. If such contrivances as ball mills or normal mortar 
and pestles are used, unwanted contamination will almost certainly occur. A 
mortar and pestle made of high-purity silicon will work nicely with thin slices and 
will only dilute the alloy a small amount, but will not add unwanted impurities. 

Bismuth. Apparently this is little used, but it can be added directly since it 
alloys with silicon at relatively low temperatures and does not boil until above 
l450°C. 

Antimony. Antimony is available in purities of 99.999 per cent. Because of its 
low segregation coefficient, large amounts may be needed to dope so that the 
amount of impurities in it is much more important than in boron, for example, 
where much smaller amounts are required. It may be used as an alloy or added 
directly to the charge or melt. If an alloy is to be made, then there are some pre­
cautions that must be taken. Since it does have a low segregation coefficient, 
uncontrolled freezing may very well precipitate pure antimony along grain bound­
aries during the final stages of freezing. This makes good mixing imperative 
if reproducibility is to be expected. A better procedure is to grow a boule and use 
only a portion of it so that the concentration variation from one end to the other 
is restricted to perhaps 2: 1. Another method which will yield a more uniform 
doping rod is to cast the alloy in a separate mold. If the mold is tubular and 
properly cooled, the silicon will freeze fast enough to prevent much segregation 
along the rod. It may then be cut up, powdered, and mixed. This approach has 
the disadvantage of not including a purification stage. The cast rod might be 
zone-refined, but because of the low segregation of antimony, the variation along 
the rod would be increased. It has also been suggested that the dope be made 
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directly in pellet form by using a shot tower process. Such a method has been 
used for germanium but apparently not for silicon. 

Arsenic. Arsenic sublimes at 615°C at atmospheric pressure and does not react 
with silicon below that temperature. Because of the high (0.3) segregation coeffi­
cient, an alloy is usually required in order to simplify doping. If undiluted arsenic 
is used, it must be added after the silicon is melted, otherwise it will all sublime 
and not dissolve. When arsenic is added to the melt, there is, of course, still 
a great deal lost by sublimation so that if an alloy is to be made, there is little like­
lihood of accurately predicting the composition. It is available in purities of 
99.999 per cent. 

Phosphorus. Since phosphorus is quite reactive, its introduction into molten 
silicon is somewhat of a problem. In addition it has a segregation coefficient of 
0.35 so that normal usage requires a dilution before use. It can be added to the 
silicon as a compound rather easily (usually as a phosphate), and then if the other 
elements of the compound have been chosen to have low segregation coefficients, 
either a float-zoned cast rod, or a normal crystal-pulling operation will produce a 
good quality dope. It can also be introduced into the melt from a gaseous com­
pound, such as phosphorus trichloride, or may be codeposited with silicon during 
manufacture. 

6-4. DISCUSSION OF CRYSTAL YIELDS 

Occasionally, the actual resistivity, or the amount of crystal in the desired resis­
tivity range, is different from that calculated according to the preceding directions. 
This section will consider some of the reasons for such occurrences and, in addi­
tion, will suggest methods of improving yields over that predicted by simple theory. 

Material Variability. The unknown variation of residual Groups IlIA and VA 
elements in the raw silicon can cause considerable variation in yield when the 
desired doping level is less than ten times the average initial impurity level. 

Despite these variations, if one assumes that the variability within a lot is small, 
although the variation from lot to lot may be much larger, then a small series of 
crystals can be grown and the doping for maximum yield can be determined from 
these. 

Doping Variability. 

1. In order to prevent contamination of the melt from the machine itself, a 
strict cleaning schedule must be maintained. 

2. There are occasional errors which arise from improper weighing, loss of 
dope during transfer to the charge, and accidental choice of incorrect dope. 

3. If a volatile dope such as pure arsenic is used, then varying quantities may be 
lost as it is added to the melt. If any precision doping is to be done, 
an alloy or compound should be used. 

Even if no losses occur in transferring to the melt, some of the dope is 
continuously evaporating during the growing process. In general this 
is helpful since it reduces the increased concentration of dope normally 
occurring during growth and thus gives more uniform resistivity proilles. 
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However, if difficulty in growing causes the cycle to be much longer than 
normal, enough dope may evaporate to adversely affect yields. 

4. The dope itself may be nonuniform, particularly in alloys. If an attempt is 
made to make a dope with a higher concentration than the solid solubility 
of the dopant in the silicon, then the excess will segregate out along grain 
boundaries and cause tremendous variations in concentration through the 
ingot. 

5. After the dope is made, it must be broken into small pieces and reduced to 
a powder and thoroughly mixed before good uniformity can be expected. 
Care must be taken that the act of grinding does not add contaminants. If 
grinding is done in an aluminum-oxide-bearing container, for example, 
enough particles of aluminum oxide may be added to the dope to change 
a low-concentration n dope to p-type. In order to prevent possible con­
tamination of the lot during use, it should be divided into smaller quantities 
and stored in sealed glass ampoules until needed. 

Resistivity Variation along Crystal. Because of the tendency for the impurity 
to remain in the melt as the crystal is grown, the concentration of impurity in the 
melt is continually increased, so that the quantity of dope in the crystal also increases. 
If a -+-25 per cent resistivity spread of n-type material is required, yields of less 
than 50 per cent will result. Typically, the best 5 to 9 ohm-cm n-type yield is 50 
per cent. There are, however, some things that can be done to increase this yield. 

1. The segregation coefficient generally varies with growth rate; i.e., the faster 
the growth, the higher the segregation coefficient. Accordingly, a pro­
grammed pull rate can be used so that the initial pull is high and, as the 
concentration builds up, the pull is reduced.4 

2. A compensating dope can be added part of the way through the growing. 
In general, compensation is not desirable and should be considered only as 
a last resort. 

3. Some method of removing the excess dope from the melt as it accumulates 
can be used. If growth is carried out under reduced pressure, then the rate 
of evaporation can be adjusted to at least partially compensate for the dope 
being rejected by the growing crystal. It has been reported that phospho­
rous dope works well in this application.5 It does have the disadvantage 
of requiring a vacuum puller with its added complexity. 

Another approach is to use a cold-walled chamber, a large area melt sur­
face, and a normal atmosphere. Then useful evaporation may still occur. 

4. Crystals can be grown from constant volume melts maintained either by 
continuously introducing feed material or by the periodic addition of new 
melt. Several continuous feed systems have been devised, but they are com­
plicated and growing yields would probably be low. However, if some fixed 
fraction of the melt is grown, the crystal removed, and an equal amount of 
new material and appropriate dope added, then the process can be repeated. 
Thus, for example, if the expected yield of 5 to 9 ohm-cm material is 50 per 
cent, then 50 per cent of the melt would be withdrawn so that the whole 
crystal would be usable. 
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Then, in principle, the process could be continued many times until the 
unusable h charge that remained in the machine at the end of the cycle 
would be insignificant when compared to the quantity of good material 
already produced. 

Such a machine has the capability of yielding 99+ per cent usable mate­
rial, but there is a series of limiting factors which would preclude reaching 
that yield. 
a. Although it has been assumed that only one type of dope is present in 

the beginning silicon, this is, unfortunately, not true. A calculation 
based on 3 ppb boron impurity (and no other p-type), and a desired 5 
to 9 ohm-cm n-type crystal indicates about an 80 to 85 per cent maxi­
mum yield if an n-type dope with a k of 0.3 is used. 

b. The material variability will prevent starting the crystal at exactly the 
right resistivity every time. 

c. The gradual solution of the liner will limit the growing time and, hence, 
maximum yield. However, calculations show that a above will actually 
be the limiting factor. 

Lack of Radial Resistivity Uniformity. If the liquid beneath the growing crystal­
melt interface is not stirred, the impurities being rejected by the crystal will cause 
a concentration increase in the liquid adjacent to the crystal. This changes the 
effective impurity concentration in the melt and is reflected in the resistivity of the 
growing crystal. If the crystal is rotating and no convection currents are assumed, 
the relative velocity of the crystal and melt varies from zero at the middle to 
a maximum at the edge. If there are convection currents, they will generally 
oppose the stirring currents and could conceivably yield little stirring anywhere 
across the melt-solid boundary. It is this variable and unpredictable stirring that 
is primarily responsible for radial resistivity gradients. The effect of convection 
currents can be minimized by simultaneously rotating the crucible and crystal, but 
this still does not give stirring at the center of the crystal. It can be shown, how­
ever, if both crystal and crucible are rotated with the same angular velocity and if 
the centers are displaced by the radius of the crystal, then the liquid is swept over 
the whole crystal-growing surface at near uniform velocity. 
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7 
Diffusion 

7-1. ELEMENTARY THEORY 

The simple theory of diffusion assumes that one species of impurity will diffuse 
independently of any other, and that the diffusion rate is independent of the con­
centration. Neither of these assumptions is rigorously true, but they are accurate 
enough for many calculations. * 

The amount of material diffusing per unit time is proportional to the concentra­
tion gradient and is transported in the direction of lower concentration. For the 
one-dimensional case, Fick's first law of diffusion states thati-4,t,:j: 

where J = diffusion current 
D = diffusion constant§ 

J= -D oN 
oX 

N = concentration of the diffusing substance 
x = distance coordinate 

(7-1) 

From this it can be shown that if D is independent of concentration, the concen­
tration change with time may be expressed as 

or, in general coordinates, 

oN Da2N 
at 

oN = Drj2N 
at 

In case D is not a constant, Eq. (7-3) becomes 

oN =V'(D~ at . 

(7-2) 

(7-3) 

(7-4) 

*See the section on diffusion constants for an elaboration of these assumptions and a discus-
sion of diffusion mechanisms. 

t These are general references to diffusion and heat-flow processes. 
:j: Superscript numbers indicate items listed in References at the end of the chapter. 
§ See the section on diffusion constants for numbers appropriate for silicon. 
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There are two general categories of solutions that might be considered. One is 
the steady-state condition in which the concentration at any point is invariant with 
time. Such a set of circumstances could, for example, eventually arise from a 
source on one side of a plate diffusing through the plate and evaporating from the 
other side, or from diffusion into a surface which is slowly evaporating. This is 
discussed in Case 7. The other solutions are transient and are applicable over the 
time range before the concentration becomes time-independent. 

Most diffusions are made normal to a large surface area and do not extend very 
far into the parent material so that a one-dimensional solution to Fick's equation 
is usually adequate. Several different boundary conditions falling into this cate­
gory are of use and will be discussed. 

Case 1. Diffusion from an Infinite Source. If the initial concentration in the 
bulk of the solid is negligible, and the surface concentration is No impurity atoms/ 
cm3 and remains constant, then3 

N(x,t) = No(l - erf 2.;mr (7-5) 

This equation is plotted in Fig. 7-la using semilogarithmic coordinates and in 
Fig. 7-lb with linear coordinates. 

In the event that the concentration Nl in the bulk is uniform, but not negligible, 
and is the same element as NO,5 

N(x,t) = Nl + (No - N 1)( I - erf 2.)m) (7-6) 

This is the case often encountered in making one-step transistor emitter and base 
diffusions. Such diffusions are usually made from a "glassy source" on the surface 
of the silicon. This glassy layer maintains the surface concentration fixed at some 
surface concentration No, independent of the length of the diffusion. 

If an n-type diffusion is being made into p-type material of concentration N', or 

o 
:z -­:z 

0.1 

0.01 

* See the following section for a brief discussion of error functions. 
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:z ...... 
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Fig. 7-1. Impurity concentration ve .... 
sus depth for diffusion from an infinite 
source . 
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vice versa, then a junction will occur where N(x,t) = N', or when 

No(l - erf 2~) = N' (7-7) 

The value of Xj for which this occurs can be calculated or an approximate value 
obtained from Fig. 7-2. If a second diffusion, with impurity type opposite to that 
of the first, is now made, a second junction will occur when 

N'o(l - erf ~) + N' = No (I - erf _~) 
2 D't' 2 vDt 

(7-8) 

where No is surface concentration of the second diffusant, and D't' is its diffusion­
time product. 

Sometimes the two diffusions are done simultaneously, but more often they will 
be done in sequence, and quite likely at different temperatures. The Dt product 
required in the equation for each diffusion is then the sum of the Dt's for that step 
and all following ones. This is discussed in the next section. 

Figure 7-3 shows the individual impurity distributions and the net impurity dis­
tribution (NA - N D ) as described by Eq. (7-8). Equation (7-8) assumes that the 
second diffusant N'o is a different species than the original N' slab doping (collector 
doping). In the event N' and N'o are the same element, then Eq. (7-6) must be 
used rather than Eq. (7-5) for the distribution, so that Eq. (7-8) now becomes 
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N' 

Distance 

Fig. 7-3. Impurity distribution described by 
Eq. (7-8). 

(No - ND(1 - erf .Jny) + Nt = No (1 - erf _ ~) (7-9) 
2 D't' 2yDt 

While tedious calculations are required to get precise junction locations and pro­
files for the various distributions considered, it is often quite satisfactory to use a 
simple graphical analysis. This will be described in the following section on 
numerical calculations. 

During the design of transistors it is also of interest to know the maximum base 
doping and its location. The location Xb,max is found by setting aN lax = 0 and 
solving for x. After a double diffusion corresponding to Eq. (7-8) 

N(x,t) = N' + No (1 - erf .Jny) - No (1 - erf _ ~) (7-10) 
2 D'I' 2 yDt 

and aN _ AT' 1 -1J)2/4D't' + AT 1 c-1J)2/4Dt 
- - -HO f 1'0--" 
ax Y'TTD't' Y'TTDt 

(7-11) 

By setting Eq. (7-11) equal to zero, Xb,max can be solved directly and Nmax can 
then be found by substituting Xb,max into Eq. (7-10).6 For the specific case of 
simultaneous diffusion, so that I = I', 

( 41 No, )1/2 
Xb,max = liD _ liD' log No yD ID (7-12) 

From this equation it can be seen that xb,maxl -JI5i is time-independent so that 
when it is substituted into Eq. (7-10) to calculate N max, Nmax is also time­
independent. Thus, while the position of maximum base concentration may change 
with time, the maximum concentration itself remains constant. 

High-frequency transistor performance depends among other things on the base 
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resistance. As can be seen from Fig. 7-3 a number proportional to base conduct­
ance would be 

f(Base concentration as a function of x) dx 
Base width 

(7-13) 

The integral is sometimes referred to as the "Gummel number"7 and can either be 
solved analytically or by approximation, depending on the distribution involved. 

Case 2. Bilateral Diffusion. If simultaneous diffusions from an infinite source 
are made from each side of a slab of finite thickness a, the distribution is given by3 

N( ) AT [1 4 ( . TTX 1 9 . 37TX x,t = lYO - - E-Y Sln- + -c Y SID--
7T a 3 a 

1 -25 . 57TX )] +s€ YSID--a+'" (7-14) 

where y = 7T2 Dtla2 • 

It should be observed that as y becomes smaller, progressively more terms are 
required, and that for very small y, corresponding to a semi-infinite medium, the 
Case 1 solution is easier to use. The behavior of Eq. (7-14) for two values ofy is 
shown in Fig. 7-4. 

In the event that diffusion is only from one side of the thin slice of thickness a, 
as for example if an oxide mask were used on one side, then the solution would be 
the same as the bilateral case for a thickness of 2a. That is, 

N( ) 71.T [1 4 ( -' . TTX 1 -9" 37TX )] x,t = 1'0 - - E Y Sln- + -E Y SID-- + ... 
7T 2a 3 2a 

(7-15) 

where y' = 7T2 Dt14a2• This is illustrated in Fig. 7-5 and arises because the solu­
tion of the bilateral case is symmetrical about x = a12. Diffusion for periods of 
time long enough for the bilateral set of solutions to prevail is not very common, 
but occasionally is used to obtain a reasonably uniform distribution of some fast 
diffuser like gold or copper. 

If the back side is not bounded by an impermeable face, but by one in which J 
across it is given by* J = -K[Ne - N(a)] 
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I'\: -I-- y'l ~ I--V 
'\ / 

\ V 
\ / 

"'-~ 
Distance 

Fig. 7-4. Impurity distribution for bilateral 
diffusion. 

c 
o 
+­o 

+­
c 

'" u 
c 
o 
u 

o 

, 
~ /, 

I I 

" I I I 
I I 

I , 
I I 

I I 
I , 

I I 
./ I 

I , 
o 20 

Thickness 

Fig. 7-5. Diffusion into one side of a 
slice of width a. 



122 Silicon Semiconductor Technology 

then8 

where 

N(x,t) A 2~A' ( X) (-an2Dt) No = 0 - ~ n Sin ana exp a2 

Ao = K[a - (1 - Ne/No)x] + D 
D+Ka 

K 2a2 + an2D2 
An = -~~-;:------::':--:~---:::-=­

an(K2a2 + KaD + an2D2) 

(7-16) 

and an are the positive roots of the equation 

-anD 
tanan=~ 

Case 3. Diffusion from a Limited Source. If instead of having an infinite 
source of concentration Nl at the surface, only a limited supply of S impurities per 
unit area is available, the solution is3 

N(x t) = __ S_E-X2 / 4Dt 
, V'1TDt 

(7-17) 

In this case, since the total amount of impurity is fixed, continued diffusion reduces 
the surface concentration. Figure 7-6 illustrates this behavior. 

Often, in order to get controlled low-surface concentration, a two-step diffusion 
is used. In this process, a very short normal diffusion of the type described 
by Eq. (7-5) is first made. For this first diffusion No will be high and determined 
probably by either the solid solubility limit of the impurity or by the concentration 
in a glassy layer that sometimes forms on the surface of the silicon. Mter the ini­
tial short diffusion is made, the slices are removed from the furnace, any glassy 
layer source removed, and the slices put into a clean furnace for further diffusion. 
For this second step, the thin layer from the first diffusion will act as a limited 
source for the second step. In the event the Dt product of the second diffusion is 
long compared to the first one, the thin layer will appear as a surface source so that 
Eq. (7-17) is applicable. The value for S is the total number of impurities per cm2 

which entered the surface during the first diffusion and is given by 
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Fig. 7-6. Behavior of diffusion from a limited 
source for two different times. 
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s = LooN(x) dx = fooo No (I - erf 2-/m)dx = ~v'Dt (7-18) 

If this value for S is substituted into Eq. (7-17), 

N(x,t) = 2:0 j:;'~ c xz/4D't' (7-19) 

The primes indicate the second diffusion. The possibility of D' being different 
from D arises because the two steps of the diffusion may be made at different tem­
peratures. Sometimes the second diffusion will not be long compared to the first 
one, so the assumption that the first difi;usion will behave as a thin source is not 
valid. The solution under this condition is9 

where 

N(x,t,t') = No _ ~ foo c mZ erf (am) dm 
V'Tr VfJ 

x2 

{3 = 4(Dt + D't') 

(7-20) 

The integral has been evaluated by Smith for various a's and {3's and is tabulated 
in the next section.10 

The surface concentration after the second diffusion is given by 

lI.T _ N, 2 t -1 D1i 
lVsur - 0 'Tr an V rift' (7-21) 

Case 4. In and Out Diffusion with a Rate Limitation at the Surface. In Case 
I, the surface concentration was determined directly and immediately by some 
external phase. In some circumstances, however, there is a rate-limiting process 
involved in the transfer of impurities from the source phase to the surface. For 
example, if a gas were used as the source, the amount of impurities actually pene­
trating the surface might depend not only on the concentration in the gas phase, 
but also on a sticking probability. In out diffusion, there is usually an energy 
barrier to the direct transfer of atoms from the solid to the gas, so there is a proba­
bility of escape involved. 

If it is assumed that the transport of material across the surface is proportional 
to the difference between the actual surface concentration N(O) and the equilib­
rium concentration N e, the flux J across the surface is given by 

J = K[Ne - N(O)] 

where K is the rate constant. 
The solution equivalent to Case I, but with this as an added boundary condition, 

is given byll 

N(x,t) = N1 + (Ne - N1)CYZ { E:YZ (1 - erfy) - E:(Y+Z)z [I - erf (y + Z]) (7-22) 
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where x 
Y=2VJ5i 

Z=;VJ5i 

For Z ~ 00, that is, K is so much larger than D that there is no rate limiting, 
then Ne becomes No and Eq. (7-22) reduces to Eq. (7-6). If Ne = ° and 
Z ~ 00, then Eq. (7-22) becomes 

x N(x,t) = Nl erf _ IKi 
2v Dt 

and represents out diffusion with no rate limitation. 

(7-23) 

Equation (7-22) has little application to silicon since apparently K is always 
small, though no numbers appear to have been published. Figure 7-7 is a graphi­
cal solution to Eq. (7-22) for Ne = 0, i.e., out diffusion, for various values of K. * 

Case 5. Diffusion from a Concentration Step. If at t = 0, N( -x) equals a 
constant Nl and N( +x) equals a constant N 2,3 

N(x t) = Nl (1 _ erf_X_) + N2 (1 + erf_X_) 
, 2 2VJ5i 2 2yY5i 

(7-24) 

so that the diffusion from each side can be considered independent of the other, 

* For graphical solutions to the in-diffusion case, the reader is referred to Smits and Miller, 
Bell Telephone System, Tech. Publ., Monographs, no. 3119. 
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Fig. 7-7. Graphical solution to Eq. (7-22). (Miller and Smits. 80) 



and the actual distribution is given by the sum of the indi­
vidual solutions regardless of whether Nl and N2 are the 
same impurity. The initial distribution and one at some 
later time are shown in Fig. 7-8. In the event the step is 
not at x = 0, but rather at x = a, it then becomes neces- g 

sary to substitute (x - a) for x in Eq. (7-24). Before pro- ~ 
ceeding further with this case it is to be observed that in g 
actual practice one does not suddenly obtain an initial dis- <3 

tribution as shown in Fig. 7-8, but that the crystal had to 
be grown in a finite time at elevated temperatures, so that 
by the time some reasonable thickness layer was added, 
either from a melt or from vapor, some diffusion has 
already occurred; and that there is the possibility that the 
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moving boundary close to the initial concentration step will 
Fig 7-8 Impurity dis­

require a different solution from that given by Eq. (7-24). tribution· for diffusion 
It will be shown in the next case that under most circum-
stances, this effect is trivial and can be neglected. The 

from a concentration step. 

diffusion during crystal growth is not trivial however, and in fact it is quite often 
that distribution which is desired.12 Since it is legitimate to neglect effects of the 
moving boundary, one can assume the initial concentration as shown in Fig. 7-8 
and calculate the concentration at the end of the process by means of Eq. (7-24) 
and the time and temperature of growth. Likewise, if there is further processing 
involved, the total diffusion can be calculated by using the effective Dt product as 
described earlier and discussed in the next section. 

This case describes the distribution that occurs during grown-junction crystal 
growing and during epitaxial deposition and is quite an important one. In partic­
ular, the ability to epitaxially grow alternate layers of different doping levels and 
impurities opens up a vast array of doping distributions not realizable with simple 
multiple diffusions from one or two surfaces and, simultaneously, makes the deter­
mination of the profile much more involved. 

Single Step. 

1. If the impurities on each side are different but of the same type, and if the 
one with the highest concentration has a much lower diffusion coefficient 
than the other, then the profile will be as shown in Fig. 7-9, and the resis­
tivity will increase. The limit of this occurs when Dl = 0, at which time, 
N 2 (0+,t) = N 20j2, so that the resistivity very close to the original step can 
rise to twice the original value. Continued diffusion for reasonable values 
of D and N 10 ~ N 20 will however soon eliminate this resistivity maximum. 

2. If N 10 = N 20 but is of opposite type, for example, Nno = Npo, then the 
position of junction will remain fixed, independent of the D's and t's. Like­
wise, if Nno > Npo, the junction will move into the p side as time increases, 
regardless of the relative values of Dn and Dpo The amount of movement 
however does depend on Dn, Dp , and t, as well as on NpO and Nno, and can 
be found by approximation from the equation 

N nO 1 + erf x;/2 --JIfJ 
NpO 1 - erfx;/2yfDnt 

(7-25) 
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Fig. 7-9. Diffusion from a concentration step 
when the impurities on each side are different. 

Multiple Steps. In the event multiple layers are grown and all doped with dif­
ferent impurities, the diffusions can be considered to proceed independently. The 
final distribution is the sum of the distributions arising from the various steps and 
is most easily determined graphically. Similarly, if each concentration step is far 
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enough removed from its neighbors to behave independ­
ently, then again, the sum of the individual solutions is 
adequate. If neither simplification occurs, each case 
must be solved according to its individual boundary 
conditions. The number of possibilities are endless 
and, for example, Fig. 7-10 illustrates a configuration 
that can occur after an initial rather simple distribu­
tion which can be generated either by growing from the 
melt or by vapor-phase deposition.13 

Case 6. Diffusion from a Concentration Step in 
Which the Material Thickness on One Side of the 

a.> 
~ 

o 
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Interface moving 
with a velocity v 

;/ 

-0 Substrate ·x 
o 
+-
0. 

W 

Step Is Initially Zero and Increases Linearly with Fig. 7-11. Moving bound­
Time.14 This is illustrated in Fig. 7-11. The diffusion ary geometry. 
equation to be solved now becomes 

D '(PN = aN + v aN (7-26) 
ax2 at ax 

instead ofEq. (7-2). The origin is held fixed at the surface and v is the velocity 
at which the material thickness increases. Three sets of boundary conditions may 
be considered. 

(1) Boundary conditions: N(O,t) = Nl 
N(oo,t) = 0 
N(x,O) = 0 

This corresponds to the original semi-infinite slab having zero concentration and 
the layer being added having Nl impurities/cm3 in it at the time of addition. This 
is shown in Fig. 7-12. Equation (7-26) with these boundary conditions has a 
solution 

Nl [ (X - vI ) ID x + vt ] N(x,t) = 2 erfc 2VJ5J + ex 1 erfc 2VJ5J (7-27) 

(2) Boundary conditions: N(x,O) = N2 
N(oo,t) = N2 

J = (K + v)N(O,/) 

This assumes the added layer has no impurities in 
it (N = 0), that the rate of loss at the surface is deter­
mined by a rate constant K, and that Ne = O. For this 
set of conditions 

N(x,t) = N2 _ N2 [erfc (X ~) 
2 2 D2t 

+ K + v e xlD2 erfc x + vt] 
K 2VD2t 

+N2(2~; v )t:[(K+V)ID2](X+Kt) 

Xerfc x + ~ v)t (7-28) 
2 D2t 
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Fig. 7-12. Imaginary con­
centration profile before dif­
fusion has occurred. 
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Usually K will be very small for silicon so that Eq. (7-28) reduces to 

N(x,t) = N2 [1 + erf x ~] 
2 2 D2t 

(7-29) 

(3) The original material has an impurity concentration of N2 impurities/cm3, 

and the layer has a concentration of Nl impurities/em3 as it is being added. If the 
impurities are different on each side of the step, e.g., in an epitaxial deposition 
where one side might be an arsenic-doped substrate, and the growing layer is 
doped with phosphorus on the other side, the solution is the sum of the solutions 
to boundary conditions (1) and (2). For K equal to zero, the solution is the sum 
of Eqs. (7-27) and (7-29) or 

Nl [ (X - vt) x + vt] N(x,t) = - erfc yJ5;i + (vICIDi erfc yJ5;i 
2 2 Dlt 2 Dlt 

+ ~2 (1 + erf ;~) (7-30) 

In order to compare deviations of the solutions of Eq. (7-26) from the simpler 
version of Case 5, it is convenient to consider Eqs. (7-27) and (7-28) for various 
values ofv2t/D and Kvt/D. 

Direct numerical calculations show that N(x,t) of Eq. (7-27) (plotted in Fig. 
7-13) differs only a few per cent from that ofEq. (7-24) for v2t/D = 100, and that 
agreement is better for larger v2t/ D. For v2t/ D > 100 and Kvt = 0, Eqs. (7-24) 
and (7-28) are in agreement to within a fraction of a per cent, and again the 
agreement becomes better as v2t/ D becomes larger. For Kvt/ D = 10 and 
v2t/D> 100, agreement is to within a few per cent. Using values of diffusion 
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Fig. 7-13. Distribution of impurity added with growing layer. (Rice. H) 
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coefficients appropriate for silicon and growth velocities and times normal for epi­
taxial deposition, it is virtually impossible to realize a v2tl D < 100. No good 
values of K are available, but apparently K is low enough to consider negligible. 

Case 7. Diffusion into a Medium with the Boundary Moving in the Direction 
of Diffusion. The boundary is considered moving in the +x direction with uni­
form velocity v. The boundary conditions then become 

N(x,O) = 0 for t = 0, x > 0 
N(vt,t) = No for all t's 

Again the equation to be solved is 

D a2N = aN 
ax2 at 

With the change of variable x' = x - vt, Eq. (7-31) becomes 

D a2 N + v aN = aN 
ax'2 ax' at 

This equation has a solution15 

N, [( x' + vt) x' - vt] N(x - vt,t) N(x',t) = _0 erfc VJ.5i + cvx'ID erfc VJ.5i 
2 2 Dt 2 Dt 

(7-31) 

(7-32) 

(7-33) 

where x' is the distance measured from the actual boundary at any given time. 
Comparison of this solution with that of Eq. (7-27) of Case 6, which was the addi­
tion of material rather than its removal, shows, as expected, that the two solutions 
are identical except for the reversal of the sign of v. 

Equation (7-33) applies where simultaneous diffusion and evaporation are 
occurring or where some vapor etching process can proceed coincidently with the 
diffusion. 

Since the diffusion front moves more slowly at larger x, it is possible to reach a 
condition where the amount of material removed per unit time just matches the 
forward motion of the front, so that with respect to the actual (moving) boundary, 
the front is stationary. The requirements for this condition may be found by 
setting aN lot of Eq. (7-32) equal to zero.16 This gives 

N(x) = Nocv""ID (7-34) 

Now, if the original material has an initial doping concentration of N' impurities 
of the opposite type, a junction will occur where N = N', and the depth x' would 
be independent of time and given by 

D N, x' = _log_O 
v N' 

(7-35) 

if enough time had elapsed for the steady-state condition to prevail. An estimate 
of this time can be obtained by assuming it to be comparable to the time required 
to evaporate a layer of thickness x'. Thus 

D 1 No 
tequil ;:::::; V2 og N' (7-36) 
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Case 8. Diffusion through a Layer of Medium 1 into a Semi-infinite Block of 
Medium 2. If the diffusion coefficient in medium 1 is D1 and in medium 2 
is D2, then 

D a2N1 _ aN1 
1 ax2 - at 

D a2N1 _ aN2 

2 ax2 - at 

for -a<x <0 
(7-37) 

for x> ° 
If there is no discontinuity in concentration at the interface between mediums 1 

and 2, then the boundary conditions are as follows (see Fig. 7-14): 
(1) The current J1 in medium 1 at x = 0 equals the current J2 in medium 2 at 

x = 0, i.e., 

aN1 aN2 
J1 = J2 = D 1-- = D 2--ax ax (7-38) 

(2) N 1 (0,t) = N 2(0,t) 

(3) N 1 ( -a,t) = No 

(4) N 2 (x,t) ~ ° as x ~ 00 

These boundary conditions, combined with the Eq. (7-37), give17 

N ( t) _ AT ~ (1 - It)j( fi a(2j + 1) + x _ 1 - It fi a(2j + 1) - X) 
1 x, - 1\'0 L..J 1 er c L 1 er c 

j=O + It 1 + It L1 
(7-39) 

N 2 (x,t) = 2p.N0 i: (1 - It)j erfc [a(2j + 1) +~] 
1 + It j=O 1 + It L1 L2 

(7-40) 
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Fig. 7-14. Diffusion through 
a thin layer into a semi­
infinite medium. 

D 
where It = D~ 

L1 = 2 VD1t 
L2 = 2 VD2t 

If alL1 is greater than or equal to 1, then one term in 
the summation will be a good approximation, so that 

( a + x 1 - It a - X) 
N 1 (x,t) ;:::; No erfc----:r:;:- - 1 + It erfc-z;- (7-41) 

N 2 (x,t) ;:::; 12p.N0 erfc (~+ LX ) (7-42) 
+ It L1 2 

In the event that N 2 (0,t) < N 1 (0,t) and is given by 
N 2 (0,t) = kN1 (0,t), i.e., if there is a segregation coef­
ficient less than 1 for an impurity moving from medium 
1 to medium 2, then another solution is in order. For 
the case of aiL> 1 and N2 (0,t) not limited by the dif­
fusant's maximum solubility in medium 218 
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( a + x k - p. a - X) 
N1(x,t) ~No erfc~ - k + p. erfc~ (7-43) 1,000 

~ 2kp. ( a X) N 2(x,t) ~ -k--No erfc -L +-
+ P. 1 L2 

(7-44) 

This is illustrated in Fig. 7-15. 
Case 9. Diffusion through an Oxide Growing on 

the Silicon Surface.19 As the oxide grows it devours 
silicon, so the silicon-silicon oxide boundary moves in 
the direction of diffusion. Since the density of the 
grown oxide is comparable to that of silicon, the sili­
con oxide-ambient interface moves in the opposite 
direction. These conditions are illustrated in Fig. 7-16. 
Z = ° in Fig. 7-16 merely represents a stationary ref­
erence plane. The X coordinates are associated with 
the oxide, the y's with the silicon. Consider that the 
thickness a of the oxide is given by 

a = (ao2 + (12t)1I2 

where ao = initial thickness 
(1 = oxidation rate constant 
t = diffusion (growing) time 

The boundary conditions are 

NI(x = 0,1) = N 
N 2 (y = oo,t) = ° 

(7-45) 

kN1(x = a,t) = N 2(y = 0,1) 

For region I, which is the oxide layer, 

For region 2, the silicon layer, 

D a2Nl _ aNI 
1 ox2 - at 

a2N2 (12 aN2 
D2 -- + -:::---;--:::---~::-::::-

oy2 2r( ao2 + (12t) 112 ay 
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Fig. 7-15. Diffusion through 
a thin layer into a semi­
infinite medium when k is 
less than 1. 

(7-46) 

(7-47) 
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Fig. 7-16. Coordinates for the moving bound­
ary problem. (Tsai.19 ) 
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where r is the volume ratio of silicon dioxide to silicon, k a segregation coefficient, * 
and the multiplier of oN2/oy is the velocity with which the silicon-silicon oxide 
surface moves. The solutions to these equations are 

N 1(x,t) = No [1 _ DFerfx/2VJ5J ] 
(DF + (l/k) erfc (J/2njD2) erf a/2yD1t 

(7-48) 

N 2 (y,t) = No erfc {((J/2y'L);) [(l/r) + (y/a)]} 
DF + (l/k) erfc ((J/2r...[i5;,) 

(7-49) 

where D = -f -u2/4r2D2 - erfc -__== A2 (J.y7r (J 
D1 2rVJ51 2r...[i5;, 

(7-50) 

and F = (JVf fa2/4Dlt erf a 
a 2Vf5J 

(7-51) 

Using numbers appropriate for silicon, it can be shown that for k of the order 
of 1, the terms containing k can be neglected. Rather sketchy data indicate that k 
for phosphorus18 is probably less than 0.1 and for boron20 about 0.016. 

This case is particularly applicable to the planar method of making devices, 
where it is usual to simultaneously diffuse and grow the oxide for the next step. It 
may become more complicated however because some diffusions are two-step 
processes in which one step may involve oxide growth and diffusion from a source 
already in the silicon. 

If the diffusing impurity forms a glassy layer with the silicon oxide, the diffusant 
concentration will generally be much higher in that region than in the bulk of the 
oxide. If enough impurity is present, i.e., a very high surface concentration, the 
glassy layer may grow at the expense of the oxide layer, so that the oxide-layer 
thickness decreases rather than increases. When the whole layer becomes con­
verted to glass, the concentration at the silicon surface will abruptly increase. 
Data indicate that this occurs for concentration of boron above 1019 atoms/cm3 

and probably for phosphorus as well.20 Thus, if it is desired to calculate the 
impurity concentration on the silicon surface, it is necessary to know which condi­
tion prevails and to have the appropriate diffusion constants. Unfortunately, there 
are only scattered values available and it is difficult to tell whether they are repre­
sentative of the impurity diffusing through the oxide or of the movement of the 
glass-oxide interface. 

* The k defined above is the reciprocal of the one used in Ref. 19. This change was made in 
the interest of uniformity of presentation. 
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It is often desirable to determine the effectiveness of a thin layer (oxide or 
otherwise) as a mask. This can be done by examining the amount of impurity 
that can diffuse through the mask layer during a diffusion run or by examining 
the concentration at the silicon surface. The latter can be found by setting x = 0 
in Eq. (7-40) or (7-42) and solving for N 2, or by settingy = 0 in Eq. (7-49) and 
solving for N 2 • Similarly, if the allowable level of N2 is known, then the maximum 
diffusion time (mask failure condition) can be found from these same equations. 

Apparently the segregation coefficients of most impurities in the silicon-silicon 
oxide system favor the impurities remaining in the silicon, * so an oxidation step 
without any external diffusion source can still increase the concentration of impuri­
ties near the boundary.21 Conversely, for the cases where k is less than 1, the 
growing oxide can act as a sink and deplete the silicon near the surface. These 
possibilities are indicated schematically in Fig. 7-17. In principle it is possible to 
have both p- and n-type impurities in the original slice and, by this stacking-up 
effect, introduce either one or two junctions, depending on the relative concentra­
tion and diffusion rates. This is shown in Fig. 7-18. 

7-2. DIFFUSION ALONG A GRAIN BOUNDARY 

An appropriate model is shown in Fig. 7-19 and consists of a thin lamella (2a 
wide) of material in which the diffusivity is very high, sandwiched between two 
thick regions in which diffusion proceeds at a normal rate.22,23 N is the concen­
tration outside the lamella, and D is the diffusion coefficient. Inside the layer, N'is 
the concentration and D' the diffusion coefficient. Thus 

D 'iJ2N = aN 
at 

D'V2N' = aN' 
at 

outside the layer 

(7-52) 
inside the layer 

At the boundary between the two media (x = +a), 
N' = N and D' aN'/ax = D aN lax, i.e., it will be 

* This effect is difficult to understand considering that 
results of studies performed on diffusions through an already 
present oxide indicate just the opposite for phosphorus. One 
explanation is that there is a significant rate limiting process 
involved in the transfer of impurities across the interface, and 
it has really been the effects of this process that have been 
reported in both cases. 

Surface 

Width of 20 

Extra - high- diffusivity 
layer 

Fig. 7- 19. Geometry for 
diffusion along grain bound­
aries. 
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assumed that the segregation coefficient between the layer and the main body of 
the medium is 1, and that the limits of solubility are the same in both the layer and 
the bulk. If Y is much greater than a, the concentration in the layer can be 
expressed as a power series. 

N (y t)x2 
N'(x,y,t) = No(y,t) + Nt(y,t)x + 2 2. + ... (7-53) 

But since N' is symmetrical with respect to x, only even powers of x remain. To 
a first approximation 

N (y t)x2 
N'(x,y,t) = No(y,t) + 2 2. (7-54) 

Substituting in the boundary conditions and eliminating No and N2 give 

D' a2N + D aN = aN 
ay2 a ax at 

(7-55) 

for the concentration outside the layer. Fisher22 considered an asymptotic solu­
tion and Whipple23 developed a complete solution of Eq. (7-55) for the case of an 
infinite source at the surface. 

N = erfc (~ + y ) (!J. Cy2/4DtC] 

-Jl5i 2Y7TDt J1 

X {erfC -1[j~ - 1 (0' - 1 + x - a)]}~ (7-56) 
2 ~ - 0' 13 v'J5t 0'3/2 

where D' D' a 
~=D f3=D-I-Jl5i 

Figure 7-20 shows concentration curves for various values of 13. 1 If time is held 
x ~ constant, these show the effect of different ratios of 

0.-----i-------'2;--- D'ID. It can be seen that there is little difference until 

/3 '0.1 
/3'1.0 
/3 = 10.0 

Fig. 7-20. Isoconcentration 
profile for different values 
of {3. (From "Diffusion in 
Solids" by Paul G. Shew­
mon. Copyright © 1963. 
McGraw-Hill Book Com-

13 becomes about 1. If it is assumed that the width of 
the fast diffusing region (2a) is 4 A (about one atomic 
plane spacing), D = 10-11 cm2/sec (boron at 1250°C), 
and t = 105 sec (approximately 28 hr), then D'ID 
must be greater than 5 X 104 before there is an appre­
ciable effect. This is to be expected since the grain 
boundary region is so thin that a high diffusivity is 
required in order to transport much impurity along it. 

The same sort of data plotted in Fig. 7-20 can be 
rearranged as shown in Fig. 7-21. In this case consider 
that 13 does not vary because of changes in D' I D, but 
rather because of an increase in time. It then becomes 
possible to observe changes in the shape of the diffu­
sion front as it progresses. The spike angle broadens 

pany. Used by permission.) and the per cent increase in penetration depth at the 
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Fig. 7-21. Sketch showing penetration near a 
grain boundary for various values of time. 
(Adapted from Whipple. 23 ) 
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spike tip decreases. Figure 7-22 shows actual data from a phosphorus diffusion. 24 

Wood, Austin, and Milford25 have used a computer to obtain various numerical 
solutions to Whipple's equation and have published some of these. 

In order to make experimental data a little more amenable to interpretation, 
Queisser, Hubner, and Shockley24 have developed a "spike-velocity" method of 
analysis which uses the same boundary conditions as Whipple's, but derives the 
solution in terms of different parameters. Their solution is 

v(tan 0)-1 = Wd sin2 0 - Wo 
2D 

where v = velocity with which the spike tip advances 

(7-57) 

() = angle between a concentration curve and a surface normal, measured 
at x = a 

Wd = 2 [(D' I D) - I] a - effective width for flux enhancement 
Wo = (D'ID) Wd _ effective width for concentration enhancement 

Fig. 7-22. p-n junction profiles or isoconcen­
tration lines for phosphorus diffusion at 12000 C 
from measurements on photomicrographs of 
stained, beveled junctions. (Queisser, Hubner, 
and Shockley. 24 ) 
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In principle, it is possible to get values of both D' and a, but recall that previous 
calculations indicated that D' / D had to be in the order of 104 before any noticea­
ble deviation from a normal profile occurred. Thus Wo is so small and the inac­
curacies of measuring v, D, and () so large that in practice only Wa and, accord­
ingly, aD' / D can be determined. Limited data on this ratio are available and are 
tabulated in the section of diffusion constants.26 

Apparently there is little or no increase in diffusion along silicon twin bound­
aries as in the incoherent grain boundaries just discussed. First-order twins (111), 
second-order twins (221),27 and stacking faults28 have been examined and showed 
no anomalous behavior. 

7·3. FIELD-AIDED DIFFUSION 

If there is an electric field applied during diffusion, if the diffusion impurity is 
ionized, and if the field is in the proper direction to enhance the diffusion current, 

D a2N _ v aN = aN 
ax2 ax at 

(7-58) 

where v is the velocity imparted to the diffusing ion by the field. 3 This equation 
as written is the same as that used for the moving boundary cases, e.g., Eq. (7-26) 
or (7·32), so that the solutions derived for them can be used if the boundary con­
ditions are appropriate. Under the influence of the field, v = /LE, where /L is the 
mobility and E the field, 

D kT 
/L qz 

where k is Boltzmann's constant, q the electronic charge, and qz the ionic charge, 
so that v in Eq. (7-26) or (7-32) can be replaced by EzDq/kT. 

A rough idea of the effect of such a field can be obtained by comparing the value 
of EDzqt/kT with the values of x of interest. E will be restricted to a few 
volts/cm by the ]2R heating of the sample and the desired diffusion tempera­
ture. Choosing aD of 10-12 cm2/sec, a temperature of 1200°C, an E of2 volts/cm, 
and a time of 1 hr gives a vt product of approximately 5.6 X 10-8 cm. Thus, for 
the Groups VA and IIU elements, the effect is small. However, some of the ele­
ments, such as copper, lithium, and zinc are very fast diffusers,29-31 so that the 
application of a field can rather quickly redistribute them. Other equally fast 
diffusers such as iron apparently are un-ionized and so have shown no measurable 
field enhancement. 29 

It is also possible to have built-in fields due to the impurity distribution itself, 
and these fields sometimes can produce a twofold increase in the effective diffusion 
coefficient. Such circumstances occur when the doping level is high enough that 
extrinsic conduction still occurs at diffusion temperatures (a curve showing ni 
versus temperature may be found in Chap. 8). The holes (or electrons) associ­
ated with the impurity have a much higher diffusion coefficient and thus tend to 
outrun the atom. However, this would cause a space charge to build up, so the 
net result is that charge carriers drag the atoms along faster than normally.32.33 
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7-4. NUMERICAL CALCULATIONS 

The more simple solutions can be calculated quite easily and many are amenable 
to very rapid graphic analysis. Examples of these will be given, but for the more 
complex cases, or where many variations are to be considered, computer solutions 
are very helpful, but will not be discussed. 

Simple error function algebra and error function, coerror function, and Smith's 
function tables are included at the end of this section (see Tables 7-1 to 7-3). 
The error and exponential function tables are extensive enough to allow computa­
tion of N/No ratios from 1 to about 10-6 , e.g., from 1020 atoms/cm3 down to 1014 

atoms/cm3 ; however, the Smith functions are considerably more restricted. 

EXAMPLE 7-1. If gallium is diffused into a thick slice of silicon with no previous gallium 
in it, at a temperature of llOO°C for 3 hr, what is the final distribution of gallium if the sur­
face concentration is held fixed at 1018 atoms/cm3? 

l. The boundary conditions fit Case 1, Eq. (7-5), i.e., 

N(x,t) = erfc-x-
No 2Vl5i 

2. Reference to Fig. 7-28 gives D for gallium at llOO°C as 7 X 10-13 cm2/sec. 
3. Three hours is 10.8 X 103 sec. 
4. A combination of 2 and 3 gives a Dt product of 75.6 X 10-10 cm2, or 

2y'l5i = 17.2 X 10-5 em 

5. Suppose that concentrations in the range of from 1018 to 1014 are of interest; then 
the following table can be filled out and the results conveniently plotted on semi­
log paper. 

N(x) 

1018 

1017 

1016 

1015 

1014 

i 
Range of 
interest 

N(x) 

No 

1 
0.1 
0.01 

10-3 

10-4 

t 
Find the z that 
corresponds to an 
error function of 
this value 

erfe- I _ x_ 
2VJ5i x 

0.0 0 
1.17 2.0 X 10-4 em 
1.82 3.l X 10-4 em 
2.33 4.0 X 10-4 em 
2.76 4.7 X 10-4 em 

Graphical Analysis. Since the solutions to many of the diffusion problems of 
interest involve only the sum of coerror functions, erfc (x/2 VJ5i) may be plotted 
for various values of yJ5i. Then, for a single element diffusion, concentration 
profiles can be read directly from the curves. This is also applicable to some of 
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the more complex solutions (see, for example, Fig. 7-10). For diffusions from 
steps andlor several diffusions from an exterior boundary, individual profiles can 
be traced from these curves onto an overlying piece of graph paper with the same 
coordinates. From these, the summation curve giving the overall net impurity dis­
tribution with distance can be quickly drawn. 

They coordinates of the master curve (Fig. 7-23) are in terms of N/N and are 
plotted on a logarithmic scale, so that No (or No/2 in the case of diffusion from a 
step) on the overlay can be matched against NIN = Ion the master curve (MC). 
Mirror image curves are provided to cover diffusion in both the + and -x 
directions. 

EXAMPLE 7-2. Suppose that an epitaxial substrate is doped with 1018 atoms/cm3 of 
arsenic and 5 X 1017 atoms/cm3 of boron. To this is added an epitaxial layer doped with 
5 X 1015 atoms/cm3 of antimony and the whole thing held at l250°C for 100 min. 
Determine the final net impurity concentration. 

1 1 
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Fig. 7-23. Master curve. 



Fig. 7-24. Diffusion from epitaxial substrate 
which has both n- and p-type dope in it. 
Notice that for this particular choice, a player 
is formed in the epitaxial layer. 
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"'''''-Initial distribution 

(b) 
Distance 

1. The respective VDt's are: arsenic, 1.9 X 10-5 ; antimony, 1.9 X 10-5 ; boron) 
6.9 X 10-5 . 

2. Using master curve I as a guide, sketch in the profiles for arsenic and boron. Be sure 
to match N /fil = 2 on the master curve with 1018 and 5 X 1017 respectively on the 
overlay. 

3. Using master curve II, sketch in the antimony profile, again being sure to match 
N / N = 2 with the initial concentration. These three distributions are shown in 
Fig.7-24a. 

4. Add together the arsenic and antimony concentrations and subtract from them the 
boron concentration. Note that for this particular case the antimony concentration 
is very small compared to the amount of arsenic present, so its contribution in the 
-x direction can be neglected. The final distribution is shown in Fig. 7-24b. 

Because it is impractical to hope for graph paper to match the scale of Fig. 7-23, 
the reader can easily reproduce master curves I and II to his chosen scale. The 
range of values in Fig. 7-23 covers -.jDt's from 10-5 to 9 X 10-5 cm and x's from 0 
to 6 microns. However, since the argument of the erfc function is the ratio of x to 
2 -.jDt, a scale change can be effected merely by multiplying both values by 
the same constant, e.g., the curves can also be -.jDt's from 10-4 to 9 X 10-4 and 
x's from 0 to 60 microns. 

Effect of Time Varying Temperature. Often it is desirable to calculate the total 
amount of diffusion that occurs during a series of temperature cycles. For exam­
ple, in order to know the final impurity profile in the vicinity of an epitaxial layer­
substrate interface after a device has been constructed, it is necessary to consider 
the diffusion that occurred not only during the deposition cycle, but also during 
subsequent diffusion, oxide growth, and contact addition steps. Similarly, if a 
slow cool after diffusion is used, it is necessary to consider the amount of diffusion 
which took place during the cool-down cycle. In order to compute the total diffu­
sion, an effective Dt product must be found. If a series of discrete times at fixed 
temperatures is used, then the solution is34 

Dteff = ~ Dltl + D2t2 + D3t3 + ... 
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EXAMPLE 7-3. Suppose that a thick silicon epitaxial layer doped with arsenic to a resis­
tivity of I ohm-cm were deposited on a 0.001 ohm-cm arsenic-doped substrate. The 
deposition was at 1250°C for IS min. Afterward the slice was subjected to an oxidation 
step of I hr at 1150°C and a 2-hr diffusion at 1000°C. Determine the profile in the vicinity 
of the epitaxial layer-substrate interface after these operations. 

1. Reference to Fig. 7-26 gives 

D1250 = 6 X 10-13 cm2/sec 
D 1150 = I X 10-13 cm2/sec 
D 1000 = 8 X 10-15 cm2/sec 

2. ~ Dt = 900 X 6 X 10-13 + 3,600 X 10-13 + 7,200 X 8 X 10-15 = 9.6 X 10-10 cm2 

3. Equation (7-24) is the appropriate one for these boundary conditions, and for the 
specific case of D1 = D 2, it reduces to 

N(x,t) = Nl + N2 - N1 (I _ erf_X_) 
2 2VJ5i 

4. After converting I ohm-cm and 0.001 ohm-em to equivalent impurity concentrations 

N(x) = 5.2 X 1015 + 5 X 1019 (I - erf 6.3 X fo 5 cm) 

If the temperature varies continuously with time, then f: D (T) dt is required. 

Since D = Do exp (-A/T), and Tis now a function of time, 

Dte!! = Dof exp ( -:) dt 

This equation has been explicitly solved for the special case of a linear decrease of 
temperature with time and is given by35 

Dte!f = D(~~To2 [1 _ 2~o + (6~O)2 + ... ] 

where T = To - Rt defines both To and R. In general, however, it appears more 
appropriate to plot D(t) versus t and use numerical integration to obtain an approxi­
mate Dteff. 

Multiple Diffusions.34 After a single diffusion of the type described in Case 1, 
N(x,t) is given by 

If the surface concentration is now increased to a new value No and diffusion 
continued for an additional time t2, 

N(X,tlt2) = No erfc x + (No - No) erfc ~ 
2yDltl + D2t2 2 D2t2 
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Similarly for three diffusions 

N(X,tl,lz,t3) = No erfc x + (No _ No) erfc x 
2y'Dltl + Dztz + D3t3 2y'Dztz + D3t3 

+ (No - No) erfc x 
2y'D3t3 

or, for the general case 

Error Function Algebra.3 

erfz =~ rz c,,2da =~[z -~+~+ ... J 
y'7r Jo y'7r 3 . 1! 5 • 2! 

erfc z = (1 - erf z) = ~ Loo C,,2 da 

erf (0) = 0 

erf (00) = 1 

erf (-z) = -erf z 

!L (erf z) = ~CZ2 
dz y'7r 
d Z -4 - (erf z) = __ Zf-Z2 

dzz y'7r 

7-5. DIFFUSION PROCESSES 

Two requirements for a diffusion process are a means of heating the slices and 
a source of impurity. The temperature range for silicon is approximately from 
900 to 1300°C. The temperature profile required of the furnace depends some­
what on circumstances, but in general, for good control, the portion where slices 
are placed should be uniform to within a few degrees and controlled as a function 
of time to the same tolerance. These are all straightforward matters of furnace 
design and are apparently easily met. 

The diffusant source requirements are not so straightforward, and in general 
compromises must be made. Some desirable features are: 

1. The surface concentration should be reproducible from run to run. 
2. The surface concentration should be continuously variable over a concen­

tration range of several orders of magnitude with the upper limit being the 
solid solubility of the impurity in silicon. 

3. No compounds difficult or impossible to remove should be formed on the 
surface. 

4. No cracking of the slice should occur because of surface films added before 
or formed during the diffusion (alloying or thermal mismatch). 



Table 7-1. Error Fu nction, erf (z ) * 

z erf(z) z erf(z) z erf(z) z erf(z) 

0.00 0.000000 0.50 0.520500 1.00 0.842701 1.50 0.966105 
0.01 0.011283 0.51 0.529244 1.01 0.846810 1.51 0.967277 
0.02 0.022565 0.52 0.537899 1.02 0.850838 1.52 0.968413 
0.03 0.033841 0.53 0.546464 1.03 0.854784 1.53 0.969516 
0.04 0.045 III 0.54 0.554939 1.04 0.858650 1.54 0.970586 
0.05 0.056372 0.55 0.563323 1.05 0.862436 1.55 0.971 623 
0.06 0.067622 0.56 0.571616 1.06 0.866 144 1.56 0.972 628 
0.07 0.078858 0.57 0.579816 1.07 0.869773 1.57 0.973603 
0.08 0.090078 0.58 0.587923 1.08 0.873326 1.58 0.974547 
0.09 0.101281 0.59 0.595936 1.09 0.876803 1.59 0.975462 

0.10 0.112463 0.60 0.603856 1.10 0.880205 1.60 0.976348 
0.11 0.123623 0.61 0.611 681 1.11 0.883533 1.61 0.977 207 
0.12 0.134758 0.62 0.619411 1.12 0.886788 1.62 0.978038 
0.13 0.145867 0.63 0.627046 1.13 0.889971 1.63 0.978843 
0.14 0.156947 0.64 0.634586 1.14 0.893082 1.64 0.979622 

0.15 0.167996 0.65 0.642029 1.15 0.896124 1.65 0.980376 
0.16 0.179012 0.66 0.649377 1.16 0.899096 1.66 0.981 105 
0.17 0.189992 0.67 0.656628 1.17 0.902000 1.67 0.981 810 
0.18 0.200936 0.68 0.663782 1.18 0.904837 1.68 0.982493 
0.19 0.211 840 0.69 0.670840 1.19 0.907608 1.69 0.983 153 
0.20 0.222703 0.70 0.677 801 1.20 0.910314 1.70 0.983790 
0.21 0.233522 0.71 0.684666 1.21 0.912 956 1.71 0.984407 
0.22 0.244 296 0.72 0.691433 1.22 0.915534 1.72 0.985003 
0.23 0.255023 0.73 0.698104 1.23 0.918050 1.73 0.985578 
0.24 0.265700 0.74 0.704678 1.24 0.920505 1.74 0.986135 
0.25 0.276326 0.75 0.711 156 1.25 0.922900 1.75 0.986672 
0.26 0.286900 0.76 0.717537 1.26 0.925236 1.76 0.987190 
0.27 0.297418 0.77 0.723822 1.27 0.927514 1.77 0.987691 
0.28 0.307880 0.78 0.730010 1.28 0.929734 1.78 0.988 174 
0.29 0.318283 0.79 0.736103 1.29 0.931 899 1.79 0.988641 
0.30 0.328627 0.80 0.742101 1.30 0.934008 1.80 0.989091 
0.31 0.338908 0.81 0.748003 1.31 0.936063 1.81 0.989525 
0.32 0.349 126 0.82 0.753811 1.32 0.938065 1.82 0.989943 
0.33 0.359279 0.83 0.759524 1.33 0.940015 1.83 0.990347 
0.34 0.369365 0.84 0.765 143 1.34 0.941914 1.84 0.990736 
0.35 0.379382 0.85 0.770668 1.35 0.943762 1.85 0.991 III 
0.36 0.389330 0.86 0.776100 1.36 0.945561 1.86 0.991472 
0.37 0.399206 0.87 0.781440 1.37 0.947312 1.87 0.991821 
0.38 0.409009 0.88 0.786687 1.38 0.949016 1.88 0.992 156 
0.39 0.418739 0.89 0.791 843 1.39 0.950673 1.89 0.992479 
0.40 0.428392 0.90 0.796908 1.40 0.952285 1.90 0.992 790 
0.41 0.437969 0.91 0.801883 1.41 0.953852 1.91 0.993090 
0.42 0.447468 0.92 0.806768 1.42 0.955376 1.92 0.993378 
0.43 0.456887 0.93 0.811 564 1.43 0.956857 1.93 0.993656 
0.44 0.466225 0.94 0.816271 1.44 0.958297 1.94 0.993923 
0.45 0.475482 0.95 0.820891 1.45 0.959695 1.95 0.994179 
0.46 0.484655 0.96 0.825424 1.46 0.961054 1.96 0.994426 
0.47 0.493745 0.97 0.829870 1.47 0.962373 1.97 0.994664 
0.48 0.502750 0.98 0.834232 1.48 0.963654 1.98 0.994892 
0.49 0.511 668 0.99 0.838508 1.49 0.964898 1.99 0.995 III 

• For a more complete table, see L. J. Comrie, "Chambers Six Figure Mathematical Tables," vol. 2, 
W. & R. Chambers, Ltd., Edinburgh, 1949, or "Tables of the Error Function and Its Derivative," National 
Bureau of Standards Applied Mathematics Series, no. 41, Oct. 22, 1954. 
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Table 7-1. Error Function, erf(z)* (continued) 

z erf(z) z erf(z) z erf(z) z erf(z) 

2.00 0.995322 2.50 0.999593 3.00 0.999977 91 3.50 0.999999257 
2.01 0.995525 2.51 0.999614 3.01 0.999979 26 3.51 0.999 999 309 
2.02 0.995719 2.52 0.999634 3.02 0.999980 53 3.52 0.999999358 
2.03 0.995906 2.53 0.999654 3.03 0.999981 73 3.53 0.999999403 
2.04 0.996086 2.54 0.999672 3.04 0.999982 86 3.54 0.999 999 445 

2.05 0.996258 2.55 0.999689 3.05 0.999983 92 3.55 0.999 999 485 
2.06 0.996423 2.56 0.999706 3.06 0.999984 92 3.56 0.999 999 521 
2.07 0.996582 2.57 0.999722 3.07 0.999985 86 3.57 0.999 999 555 
2.08 0.996734 2.58 0.999736 3.08 0.999986 74 3.58 0.999999587 
2.09 0.996880 2.59 0.999751 3.09 0.999987 57 3.59 0.999999617 

2.10 0.997021 2.60 0.999764 3.10 0.999988 35 3.60 0.999 999 644 
2.11 0.997 155 2.61 0.999777 3.11 0.999989 08 3.61 0.999 999 670 
2.12 0.997284 2.62 0.999789 3.12 0.999989 77 3.62 0.999999694 
2.13 0.997407 2.63 0.999800 3.13 0.999990 42 3.63 0.999999716 
2.14 0.997525 2.64 0.999811 3.14 0.999991 03 3.64 0.999 999 736 

2.15 0.997639 2.65 0.999822 3.15 0.999991 60 3.65 0.999999756 
2.16 0.997747 2.66 0.999831 3.16 0.999992 14 3.66 0.999999773 
2.17 0.997851 2.67 0.999841 3.17 0.999992 64 3.67 0.999 999790 
2.18 0.997951 2.68 0.999849 3.18 0.999993 11 3.68 0.999 999 805 
2.19 0.998046 2.69 0.999858 3.19 0.999993 56 3.69 0.999 999 820 

2.20 0.998 137 2.70 0.999866 3.20 0.999993 97 3.70 0.999 999 833 
2.21 0.998224 2.71 0.999873 3.21 0.999994 36 3.71 0.999 999 845 
2.22 0.998308 2.72 0.999880 3.22 0.999994 73 3.72 0.999 999 857 
2.23 0.998388 2.73 0.999887 3.23 0.999995 07 3.73 0.999 999 867 
2.24 0.998464 2.74 0.999893 3.24 0.999995 40 3.74 0.999 999 877 

2.25 0.998537 2.75 0.999899 3.25 0.999995 70 3.75 0.999 999 886 
2.26 0.998607 2.76 0.999905 3.26 0.999995 98 3.76 0.999 999 895 
2.27 0.998674 2.77 0.999910 3.27 0.999996 24 3.77 0.999999903 
2.28 0.998738 2.78 0.999916 3.28 0.999996 49 3.78 0.999999910 
2.29 0.998799 2.79 0.999920 3.29 0.999996 72 3.79 0.999999917 

2.30 0.998857 2.80 0.999925 3.30 0.999996 94 3.80 0.999999923 
2.31 0.998912 2.81 0.999929 3.31 0.999997 15 3.81 0.999 999 929 
2.32 0.998966 2.82 0.999933 3.32 0.999997 34 3.82 0.999 999 934 
2.33 0.999016 2.83 0.999937 3.33 0.999997 51 3.83 0.999 999 939 
2.34 0.999065 2.84 0.999941 3.34 0.999997 68 3.84 0.999 999 944 

2.35 0.999111 2.85 0.999944 3.35 0.999997 838 3.85 0.999 999 948 
2.36 0.999155 2.86 0.999948 3.36 0.999 997 983 3.86 0.999999952 
2.37 0.999197 2.87 0.999951 3.37 0.999998 120 3.87 0.999 999 956 
2.38 0.999237 2.88 0.999954 3.38 0.999 998 247 3.88 0.999 999 959 
2.39 0.999275 2.89 0.999956 3.39 0.999 998 367 3.89 0.999 999 962 

2.40 0.999311 2.90 0.999959 3.40 0.999998478 3.90 0.999 999965 
2.41 0.999346 2.91 0.999961 3.41 0.999 998 582 3.91 0.999 999 968 
2.42 0.999379 2.92 0.999964 3.42 0.999 998 679 3.92 0.999999970 
2.43 0.999411 2.93 0.999966 3.43 0.999 998 770 3.93 0.999999973 
2.44 0.999441 2.94 0.999968 3.44 0.999 998 855 3.94 0.999999975 

2.45 0.999469 2.95 0.999970 3.45 0.999 998 934 3.95 0.999999977 
2.46 0.999497 2.96 0.999972 3.46 0.999999008 3.96 0.999 999 979 
2.47 0.999523 2.97 0.999973 3.47 0.999 999 077 3.97 0.999 999 980 
2.48 0.999547 2.98 0.999975 3.48 0.999999 141 3.98 0.999 999 982 
2.49 0.999571 2.99 0.999976 3.49 0.999999201 3.99 0.999 999 983 

* For a more complete table, see L. J. Comrie, "Chambers Six Figure Mathematical Tables," vol. 2, 
W. & R. Chambers, Ltd., Edinburgh, 1949, or "Tables of the Error Function and Its Derivative," National 
Bureau of Standards Applied Mathematics Series, no. 41, Oct. 22, 1954. 
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Table 7-2. erfc(z) 

z erfc(z) z erfc(z) 

0 1.00000 2.00 0.004 68 
0.10 0.88754 2.10 0.00298 
0.20 0.777 30 2.20 0.00186 
0.30 0.67137 2.30 0.001 14 
0.40 0.571 61 2.40 0.000689 

0.50 0.47950 2.50 0.000407 
0.60 0.39614 2.60 0.000 236 
0.70 0.32220 2.70 0.000134 
0.80 0.25790 2.80 0.000075 
0.90 0.20309 2.90 0.000041 

1.00 0.15730 3.00 0.00002209 
1.10 0.11980 3.10 0.00001165 
1.20 0.08969 3.20 0.00000603 
1.30 0.06599 3.30 0.00000306 
1.40 0.04772 3.40 0.00000152 

1.50 0.03390 3.50 0.000000743 
1.60 0.02365 3.60 0.000000 356 
1.70 0.01621 3.70 0.000 000 167 
1.80 0.010 91 3.80 0.000 00077 
1.90 0.00721 3.90 0.00000035 

Table 7-3. Smith Function* (continued across on facing page) 

\ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 

0.1 0.09015 0.08155 0.07376 0.06672 0.06035 0.05459 0.04938 0.04467 0.04040 0.03655 0.03306 0.02990 
0.2 0.17838 0.16119 0.14566 0.13162 0.11894 0.10748 0.09713 0.08777 0.07931 0.07167 0.06477 0.05853 
0.3 0.26295 0.23723 0.21403 0.19310 0.17422 0.15719 0.14182 0.12795 0.11545 0.10416 0.09398 0.08479 
0.4 0.34254 0.30837 0.27761 0.24993 0.22501 0.20259 0.18240 0.16422 0.14786 0.13314 0.11988 0.10794 
0.5 0.41626 0.37374 0.33557 0.30132 0.27058 0.24299 0.21822 0.19599 0.17603 0.15812 0.14203 0.12759 

0.6 0.48366 0.43290 0.38751 0.34692 0.31062 0.27814 0.24908 0.22308 0.19982 0.17900 0.16036 0.14368 
0.7 0.54464 0.48580 0.43340 0.38673 0.34515 0.30809 0.27505 0.24562 0.21937 0.19596 0.17508 0.15645 
0.8 0.59940 0.53264 0.47347 0.42100 0.37447 0.33317 0.29652 0.26398 0.23508 0.20940 0.18657 0.16628 
0.9 0.64829 0.57380 0.50812 0.45017 0.39903 0.35385 0.31393 0.27864 0.24742 0.21979 0.19532 0.17365 
1.0 0.69176 0.60975 0.53784 0.47475 0.41935 0.37066 0.32783 0.29013 0.25693 0.22765 0.20183 0.17903 

1.1 0.73033 0.64100 0.56318 0.49529 0.43600 0.38415 0.33877 0.29900 0.26411 0.23348 0.20655 0.18286 
1.2 0.76448 0.66808 0.58465 0.51232 0.44950 0.39486 0.34726 0.30574 0.26946 0.23772 0.20991 0.18553 
1.3 0.79470 0.69148 0.60276 0.52634 0.46035 0.40327 0.35377 0.31078 0.27336 0.24074 0.21225 0.18734 
1.4 0.82144 0.71164 0.61797 0.53781 0.46901 0.40979 0.35870 0.31449 0.27616 0.24286 0.21385 0.18855 
1.5 0.84509 0.72899 0.63069 0.54714 0.47586 0.41482 0.36238 0.31720 0.27815 0.24431 0.21492 0.18933 

1.6 0.86601 0.74388 0.64130 0.55469 0.48123 0.41865 0.36511 0.31914 0.27953 0.24530 0.21562 0.18983 
1.7 0.88454 0.75666 0.65010 0.56076 0.48542 0.42153 0.36710 0.32051 0.28048 0.24595 0.21607 0.19014 
1.8 0.90095 0.76759 0.65739 0.56562 0.48865 0.42369 0.36854 0.32147 0.28112 0.24638 0.21636 0.19033 
1.9 0.91549 0.77693 0.66340 0.56948 0.49114 0.42529 0.36956 0.32213 0.28154 0.24665 0.21653 0.19045 
2.0 0.92838 0.78491 0.66833 0.57254 0.49303 0.42646 0.37029 0.32258 0.28l82 0.24682 0.21664 0.19051 

2.5 0.97404 0.81009 0.68228 0.58029 0.49735 0.42887 0.37165 0.32335 0.28225 0.24707 0.21678 0.19059 
3.0 0.99920 0.82094 0.68698 0.58234 0.49825 0.42928 0.37183 0.32343 0.28229 0.24708 0.21679 0.19059 
00 1.02843 0.82795 0.68892 0.58291 0.49843 0.42933 0.37184 0.32343 0.28229 0.24709 0.21679 0.19059 

• From R.C.T. Smith, Conduction of Heat in the Semi-infinite Solid with a Short Table of an Important Integral, Australian J. Phys., 

vol 6, pp. 127-130, 1953. 
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5. Purity of source must be high enough that spurious doping does not occur. 
Similarly if a compound is used, either the other component(s) must 
be electrically inactive or have very low solubilities and diffusion rates. 

6. The source must have a long enough life that a reasonable length run can 
be made without additional material being required and preferably so that 
many such runs can be made. 

7. For a commercially feasible system, it should be possible to meet the above 
requirements simultaneously over an area of many slices. 

Diffusion processes can be broken into two broad categories: closed tube and 
open tube. In the first, the semiconductor is placed in a tube, along with some 
suitable dopant.36 The tube is then evacuated, sealed, and put in a furnace for the 
required time. The impurity is normally contained in a bulb connected with 
a small tube to the main chamber in order to prevent surface attack or alloying of 
the silicon by the dopant. Pure elements may be used as a source. 

In the open-tube system, a continuous flow of gas is maintained across the 
slices during diffusion. The source is usually deposited on the surface of the slice 
in a previous step or carried in by the gas stream. An example of the first is 
a "paint-on" source, in which some evaporable liquid containing the desired dif­
fusing element is used to coat the slice by dipping or spraying.37 The addition of 
a compound such as boron trichloride to the gas flow through the furnace is 
representative of one class of gas-stream-carried dopants.38 Similarly, the impurity 
source may be a solid kept at a high enough temperature by an auxiliary furnace to 

1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 2.5 3.0 4.0 5.0 II 
0.02705 0.02446 0.02213 0.02002 0.01811 0.01638 0.01481 0.01340 0.00811 0.00491 0.00180 0.00066 0.1 
0.05289 0.04779 0.04319 0.03903 0.03527 0.03187 0.02880 0.02603 0.01568 0.00945 0.00343 0.00125 0.2 
0.07651 0.06903 0.06228 0.05620 0.05071 0.04575 0.04128 0.03725 0.02228 0.01333 0.00477 0.00171 0.3 
0.09720 0.08752 0.07881 0.07097 0.06391 0.05756 0.05183 0.04668 0.02766 0.01640 0.00577 0.00204 0.4 
0.11462 0.10297 0.09251 0.08312 0.07468 0.06711 0.06030 0.05419 0.03178 0.01866 0.00645 0.00224 0.5 

0.12875 0.11538 0.10340 0.09268 0.08308 0.07448 0.06678 0.05988 0.03475 0.02021 0.00688 0.00236 0.6 
0.13982 0.12499 0.11174 0.09992 0.08936 0.07993 0.07150 0.06398 0.03677 0.02120 0.00712 0.00242 0.7 
0.14824 0.13219 0.11790 0.10519 0.09387 0.08379 0.07481 0.06680 0.03806 0.02180 0.00724 0.00244 0.8 
0.15444 0.13741 0.12230 0.10889 0.09699 0.08642 0.07702 0.06867 0.03885 0.02213 0.00730 0.00245 0.9 
0.15889 0.14109 0.12535 0.11l41 0.09907 0.08814 0.07844 0.06985 0.03931 0.02231 0.00733 0.00246 1.0 

0.16200 0.14361 0.12739 0.11307 0.10041 0.08923 0.07933 0.07056 0.03956 0.02240 0.00734 0.00246 1.1 
0.16411 0.14529 0.12872 0.11412 0.10125 0.08989 0.07985 0.07098 0.03969 0.02244 0.00735 0.00246 1.2 
0.16552 0.14638 0.12956 0.11478 0.10176 0.09028 0.08016 0.07122 0.03976 0.02246 0.00735 0.00246 1.3 
0.16643 0.14706 0.13008 0.11517 0.10205 0.09051 0.08033 0.07134 0.03979 0.02247 0.00735 0.00246 1.4 
0.16700 0.14749 0.13039 0.11540 0.10222 0.09063 0.08042 0.07141 0.03980 0.02247 0.00735 0.00246 1.5 

0.16736 0.14774 0.13057 0.11552 0.10231 0.09070 0.08046 0.07144 0.03981 0.02247 0.00735 0.00246 1.6 
0./6757 0.14789 0.13067 0.11559 0.10236 0.09073 0.08049 0.07146 0.03981 0.02247 0.00735 0.00246 1.7 
0.16770 0.14797 0.13073 0.11563 0.10239 0.09075 0.08050 0.07147 0.03982 0.02247 0.00735 0.00246 1.8 
0.16777 0.14802 0.13076 0.11565 0.10240 0.09075 0.08050 0.07147 0.03982 0.02247 0.00735 0.00246 1.9 
0.16781 0.14804 0.13078 0.11566 0.10240 0.09076 0.08051 0.07147 0.03982 0.02247 0.00735 0.00246 2.0 

0.16786 0.14807 0.13079 0.11567 0.10241 0.09076 0.08051 0.07147 ... ... 2.5 
0.16786 0.14807 0.13079 0.11567 0.10241 0.09076 0.08051 0.07147 3.0 
0.16786 0.14807 0.13079 0.11567 0.10241 0.09076 0.08051 0.07147 0.03982 0.02247 0.00735 0.00246 00 
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Table 7-4. Summary of Diffusion Processes 

1. Closed-tube System: 
Semiconductor plus doping element, alloy, or compound 

2. Open-tube System: 
a. Paint-on or evaporated source 
b. Direct gas source 
c. Vaporization of liquid sources 
d. Vaporization of solid sources 
e. Box source 

have appreciable vapor pressure. An inert gas is then used to sweep the vapor 
into the main diffusion furnace. One example of this is a phosphorus diffusion 
using a P205 source kept at a few hundred degrees.39 

Another variation of the open-tube system is the "box technique," in which the 
source and slices are held at the same temperature in a box with a tight-fitting 
lid.40 

These processes are summarized in Table 7-4, and some are illustrated schemat­
ically in Fig. 7-25. 

Procedures for Various Elements. 

Aluminum. Fuller and Ditzenberger36 used metallic aluminum in a closed tube. 
Miller and Savage41 used metallic aluminum, but contained it and the slices in a 
silicon container placed in an open-ended tantalum tube. 

Antimony. Antimony trioxide (Sb20 3) can be used directly as a source in 
a closed tube36 or in a bOX19. In the box system it is possible to use some other 
ingredient such as silica powder as a diluent to reduce the vapor pressure and thus 
give some measure of control to surface concentration. In an open tube, antimony 
tetraoxide (Sb20 4 ) has been used with either a wet* nitrogen or wet hydrogen car­
rier, and a source temperature of 900°C.39 Antimony pentachloride (Sb3C~) is a 
liquid at room temperature, and it can be used in a bubbler arrangement as a source. 

Arsenic. Fuller and Ditzenberger used arsenic trioxide (As20 3) in a closed 
tube, Frosch and Derick39 used an open tube with the arsenic trioxide held at 
235 ° C and with a carrier of nitrogen saturated with water vapor at 30° C, water­
saturated hydrogen (30°C), or dry oxygen. Armstrong42 used arsenic trioxide and 
a carrier gas composed of 99.4 per cent nitrogen, 0.6 per cent oxygen, water less 
than 1.5 ppm. He gives the following relation between surface concentration and 
source temperature: 

No Source temperature, 0 C 

8 X 1018 atoms/cm3 .............. 210 
2 X 1018 atoms/cm3 .............. 183 
8 X 1017 atoms/cm3 .............. 163 

1017 atoms/cm3 .............. 1SO 

* If silicon is held at high temperatures in a nonoxidizing atmosphere selective etching some­
times occurs. Also, some of the reaction products of the doping agent-silicon reaction may be 
volatile and thus cause undesired erosion. The addition of water vapor39 prevents these 
reactions. 
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Fig. 7-25. Diffusion methods. 
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Bismuth. Fuller and Ditzenberger used bismuth oxide in a closed tube. 
Boron. Since boron is one of the more important diffusants in silicon technol­

ogy it has been studied extensively. Fuller and Ditzenberger originally used B20 3 

in a closed tube, and since then all the other methods listed in Table 7-5 have been 
tried by various people. 

1. Elemental boron has been evaporated onto the silicon surface and diffused 
in a closed tube. 

2. B20 3 has been evaporated onto slices and then the diffusion made in 
a closed tube. 

3. Boron powder appears to be useful as a source in a closed-tube system, but 
it is presumably some suboxide present in small quantities that actually 
contributes the boron. 

4. Williams43 used a thin layer of B20 3 deposited on the slices by evaporating 
a few drops of methyl alcohol saturated with B20 3• The diffusion was then 
carried out in an open tube. 
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5. A trimethyl borate-saturated nitrogen carrier can be used in an open tube.44 

This process has the disadvantage of producing carbon or carbonaceous 
material as the trimethyl borate decomposes. The end product appears to 
be a layer of B20 3 on the slice surface. 

6. Cline and Seed37 used glassy layers of potassium silicates and borates in an 
attempt to obtain a uniform and reproducible surface concentration. In 
one case, potassium silicate was used on the slice in conjunction with 
a B20 3 source located upstream from the slices. In other cases the boron 
was available from the paint-on, which consisted of varying amounts of 
potassium tetraborate, potassium hydroxide, and potassium silicate. 

7. The box system has been used with pure B20 3 and with various amounts 
of Si02 as a means of reducing surface concentration.4o,45 Yatsko and 
Kesperis prepared their sources by mixing boric and silicic acid powders 
together, hydrolyzing with high-purity water, drying, and sintering. By 
varying the composition from 0.2 per cent boron to 80 per cent B20 3, sur­
face concentrations of from 4 X 1018 to 4 X 1020 were obtained at a tem­
perature of 1129°C. Surface pitting occurred if pure B20 3 was used 
at temperatures above 1025 ° C. 

8. Boron trichloride38 or boron tribromide can be fed into the gas stream and 
used for doping. Again, in order to prevent pitting, an oxidizing atmos­
phere is required. In order to examine more closely the behavior of halide 
doping, consider the following possible reactions. 

a. 4BCb + 3Si ---7 3SiC4 + 4B 
b. 2BCb + 3H2 ---7 6HCI + 2B 

4HCI + Si ---7 SiCl4 + 2H2 

In either of these cases, silicon removal occurs because silicon tetrachloride is 
volatile at these temperatures. If water vapor is introduced simultaneously, 

c. BCb + H20 ---7 HCI + B20 3 

Si + 2H20 ---7 Si02 + 2H2 

or if O2 and H20 are added 

d 2BCb + 302 + 3H2 ---7 2B20 3 + 6HCI 
Si + O2 ---7 Si02 

For these two cases, the silicon is covered with a protective oxide stable at 
diffusion temperatures and simultaneously coated with boric oxide. The 
boric oxide and silicon oxide will then form a glassy layer and the source 
is quite similar to that which occurs in the other process. 

Since all but the first process ends with B20 3 deposited on the slice, it is 
also of interest to consider the B20 3 + slice reactions. Experimentally it 
is observed that if only a small amount of B20 3 is present or if there is a 
thick initial oxide, the film remaining after diffusion can be removed in HF 
and the silicon, after diffusion, presents a clean surface. If the amount of 
B20 3 is further increased, a brown film forms between the HF soluble glass 
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and the silicon surface. This film is apparently boron and can be dissolved 
by refluxing in a solution designed to dissolve boron. * 

If the amount of B20 3 is further increased an additional film with a low 
electrical conductivity forms between the boron and the silicon. Attempts 
to analyze this layer have been inconclusive, but it is presumably a boron­
silicon compound, possibly SiB6, whose existence has been confirmed.47 
This latter film appears insoluble in any solvent that will not dissolve sili­
con, so its removal is difficult, and its occurrence is to be avoided if possible. 
Several boron sources appropriate for open-tube diffusion are summarized 
in Table 7-5. 

Carbon. Carbon has been diffused by Newman and Wakefield into silicon in a 
closed-tube system using three sources: barium carbonate, carbon dioxide, and 
acetylene. In each case ,B-silicon carbide formed on the surface. 48 

Copper. Copper diffusions have been made by evaporating thin layers of cop­
per onto the silicon surface or more commonly49,50 by plating from a copper 
nitrate solution. 

Gallium. Fuller and Ditzenberger used gallium oxide in an evacuated closed 
tube. Kurtz and Gravel51 used the two-zone system with high-purity gallium as 
the source and 400 ml/min of dry argon as the carrier gas. No pitting was 
observed. Goetzberger and Queisser used Ga203 in an open tube, but had to use 
a wet nitrogen flow in order to obtain appreciable doping.26 

Gold. Gold has been diffused both from evaporated and electroplated 
sources.50 It can be done either in a closed tube or in an open tube with an inert 
atmosphere. 

Indium. Fuller and Ditzenberger used indium oxide in a closed tube as a 
source. Evaporated indium was also used but usually led to surface pitting. 

Iron. Anhydrous FeCl3 or pure iron in a quartz tube has been used for 
iron diffusions. 52 

Lithium. Kessler, Tompkins, and Blanc have summarized and suggested various 
sources for diffusion into germanium which should also be applicable to silicon. 
These include an oil suspension source, tin-lead alloy, evaporated metallic lithium, 
LiOH, and LiOH-LiCl mixtures.53 

Manganese. Carlson put a MnClz solution on the silicon slice and subsequently 
heated it in an evacuated quartz tube for diffusion and solubility studies.54 

Phosphorus. Fuller and Ditzenberger used PZ0 5 in a closed tube. Since then, 
a great variety of combinations have been tried with about the same results as for 
boron, i.e., the most reproducible diffusion occurs when phosphorus can combine 
with the silicon oxide to form a glassy layer on the surface. P20 5 has most com­
monly been used in a two-zone furnace39 with a very dry gas as a carrier. PZ0 5 is 
hygroscopic so it in general is very difficult to maintain the whole system moisture­
free. If this is not done, excessive pitting of the silicon surface usually occurs. 
However, Lothrop reports that a usable source is the azeotrope of phosphorus pent­
oxide and water.55 This has a composition of 92.4 per cent P20 5 and 7.6 per cent 
H20 and is prepared by heating metaphosphoric acid in a platinum boat for 



~ Table 7-5. Impurity Sources for Open-tube Diffusion of 80ron*,62 

Original Room Temperature range of Impurity concen-
impurity temperature source during tration range Advantages Disadvantages 
source state diffusion, 0 C 

Boric Solid 600-1200 High and low Readily available Source contaminates tube 
acid Proven source Control is difficult 

Boron Liquid 10-30 High and low Clean system Geometry of system 
tribromide Good control over wide is important 

range of impurity 
concentration 

Can use in non-
oxidizing diffusion 

Methyl Liquid 10-30 High Simple to prepare and Restricted to high 
borate operate surface concentration 

Boron Gas Room temperature High and low Same as boron tribromide 
trichloride Accurate control by 

gas metering equipment 
Easy installation and 

operation 

Diborane Gas Room temperature High and low Same as boron trichloride Highly toxic 
- --

* From A. M. Smith and R. P. Donovan, "Impurity Diffusion in Silicon," paper presented at the Third Annual Microelectronics Symposium, St. Louis, 
April, 1964 (Ref. 62). 
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several hours at 800°C. In addition he has examined PCls, PF5, POCls, and PH3. 
Mackintosh56 has used a box with phosphorus glass as a source. The glass was a 
mixture of P20 5 and CaO. Weight ratios of from 6: 1 to 50: 1 of P20 5-CaO were 
used with no noticeable difference in performance or surface concentration. The 
diffusion was done in an atmosphere of dry oxygen with a flow of 1 liter/min. 
Schmidt and Owen57 doped anodic grown oxide with phosphorus and used it as a 
source. The phosphorus was incorporated from an acidic solution. Shortes and 
Wurst58 have used sputtered silicon oxide films doped with appropriate elements 
for gallium-arsenide diffusion sources. This same process should be directly 
applicable to silicon diffusions. Maekawa used a two-zone furnace with H4P20 7 

as a source. 600 cm3/min of nitrogen was used as a carrier. Surface concentra­
tions ranged from 2 X 1018 atom/ cm3 to 1.5 X 1021 as the source temperature was 
varied from 300 to 600°C.59 Table 7-6 summarizes some sources suitable for 
open-tube diffusions. 

Silver. Evaporated films and plating from AgN03 solutions have been used as 
sources.60 

Thallium. Fuller and Ditzenberger used thallium oxide in a closed tube. 
Zinc. Carlson61 used zinc alloyed to the silicon surface and also zinc plated 

from zinc chloride as sources for diffusion. 

7-6. DIFFUSION COEFFICIENTS 

There are several possible ways in which the atoms can physically make their 
way through the lattice. For example, it can be by: 

1. Direct interchange. 
2. Ring interchange in which several cooperative moves occur simultaneously. 
3. Occupation of interstitial positions and movement between atoms. 
4. Movement into an adjacent vacant site. 

It is by the last two mechanisms that diffusion in silicon occurs. 
Since the diamond lattice is very open, atomic movement is considerably easier 

than in a close-packed structure and a somewhat different diffusion model is 
required. For diffusion from substitutional sites (Fig. 7-26d) a model which con-

(a) Direct interchange 

f9 ••• o 
• -fa'. ••••• --" •••• 

(b) Cooperative interchange (c) Interstitial 

• ••• .0- • 
• ••• 

(d) By means atan 
adjacent vacancy 

Fig. 7-26. Various mechanisms for the movement of atoms through a lattice: (a) direct inter­
change; (b) cooperative interchange; (c) interstitial; (d) by means of an adjacent vacancy. 
The last two processes occur in silicon. 
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Table 7-6. Impurity Sources for Open-tube Diffusion of Phosphorus* 

Original Room Temperature range of Impurity concen-
impurity temperature source during tration range Advantages Disadvantages 
source state diffusion, 0 C 

Red Solid 200-300 Low «1020 cm-3 ) Low surface concentration Variable composition and 
phosphorus vapor pressure 

Phosphorus Solid 200-300 High <>1020 cm-3) Proven source for high Sensitive to water vapor 
pentoxide surface concentration Requires frequent tube cleaning 

Ammonium Solid 450-1200 High and low Avoids water vapor Purification is marginal 
phosphate dependence 

Phosphorus Liquid 2-40 High and low Clean system Geometry of system is important 
oxychloride Good control over wide 

range of impurity concen-
trations 

Phosphorus Liquid 170 High and low Same as phosphorus 
trichloride oxychloride 

Can be used in non-
oxidizing diffusion 

Phosphine Gas Room temperature High and low Same as phosphorus Highly toxic 
trichloride 

Accurate control by 
gas metering 

Easy installation and 
operation 

-

* From A. M. Smith and R. P. Donovan, "Impurity Diffusion in Silicon," paper presented at the Third Annual Microelectronics Symposium, St. Louis, 
April, 1964. 
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siders the size of the impurity ion and the coulomb interaction between the impu­
rity and charged vacancies predicts the faster diffusion of p-type than n-type 
impurities in silicon (and the opposite in germanium) and, in both cases, is 
in agreement with experiment.63 In the case of interstitial diffusion, the older 
theory had to be revised to account for the small fraction of activation energy 
arising from lattice distortion and the much larger fraction due to electrostatic 
interactions. An interesting observation based on this revision is that there is an 
optimum ion size for rapid diffusion, which thus qualitatively explains why copper, 
with its larger diameter, diffused more rapidly than lithium.64 Unfortunately, 
however, these theories are not refined enough to give usable absolute values of 
diffusion coefficients. 

If there is a distribution of a particular impurity between the interstitial and sub­
stitutional sites, the effective diffusion coefficient is given by a weighted combina­
tion of the two individual coefficients, Di and Ds. Thus Deff = Dd + Ds(l - f) 
where f is the fraction in interstitial sites.1 If f is a function of concentration, 
Deff will also vary with concentration, and deviations from the diffusion front pre­
dicted by the simple solutions to Fick's equation may be quite severe. Gold and 
copper apparently both behave in this manner.65,66 

Effect of Dislocations on Diffusion Coefficient. Because of the rapid diffusion 
along dislocations, it would appear that there should be marked differences in 
effective diffusion rates depending on the dislocation density in the material. The 
effective D will be given by 

Deff = Dz(l - f) + Dpf 
or Deff = Dz + jDp whenfis small 

where Dz = normal diffusion coefficient 
Dp = diffusion coefficient along a dislocation pipe 

There have been conflicting data presented concerning observation of the effect in 
germanium,67,68 but apparently nothing has been published relating to silicon. 
The reasons for the discrepancies are probably the large errors inherent in 
determining the diffusion coefficient* and the smaller than anticipated magnitude 
of enhancement. For example, if the separation between dislocations is much 
greater than a diffusion length 2 VJ5t, the pipes become clogged, and Deff is less 
than predicted.69 If the pipes themselves move, as during plastic deformation or 
annealing, Deff may again become equal to (but never greater than) that predicted 
by the above equation. 

Effect of Vacancies on Diffusion Coefficient. For the substitutional diffusion 
process which depends on vacancies, the diffusion coefficients should be enhanced 
if the number of vacancies were increased over the equilibrium number. By gen­
erating a continuous supply of vacancies through ion bombardment the coefficient 

* In an effort to obtain greater sensitivity, silicon epitaxial layers with dislocation densities 
ranging from 1,000/cm2 to 106/cm2 have been grown on substrates of similar resistivities and 
then diffused from the edge. By this procedure, the penetration depths in high- and low­
dislocation density material could be measured on the same slice. The results for 1200°C boron 
diffusion were erratic but indicated a D enhancement of about 20 per cent for the highest­
dislocation density material. 



1 54 Silicon Semiconductor Technology 

for both phosphorus and boron has been increased several orders of magnitude. 70 

It has also been suggested that as a result of the lattice damage caused by very 
high concentration of impurity, an excess of vacancies is available near the diffu­
sion front and causes "emitter push."* 

Effect of Crystal Orientation on Diffusion Coefficient. For the general case of 
diffusion in a crystal, D is given by 

D11 1)12 D 13 

D = D21 1)22 D 23 

D31 D32 D33 

(7-59) 

When the x, y, and z axes coincide with the crystallographic axes the three­
dimensional Fick's second law becomes 

m o~ o~ o~ 
at = Drzrz i3x2 + Dyy i3y2 + Dzz i3z2 

By making the substitution 

xVD a=--
yDrzrz 

13 - yVD 
- yDyy 

zy'J5 
y=--

VJ5;; 
Eq. (7-60) reduces to 

i3}V i3 2}V 02}V i32}V 
at = D i3a2 + 0132 + oy2 

(7-60) 

(7-61 ) 

which can be solved in the normal fashion.3 For the special case of a cubic crys­
tal, the off diagonals of Eq. (7-59) become zero and Du = D22 = D33. 1 Th...!:!§J!le 
~n coefficien.!, &r sil!s91l.$Q..l!!d b~G~ed fa be illdepen.d.ent..Q.i..gystallo­
graphi~!ltation. 

Experimental Values. In the solution of the various boundary conditions it was 
assumed that D was concentration-independent, and while this is apparently true 
for many of the normally used impurities at low concentrations, it certainly is not 
true for some of them at high concentrations. Because of this effect, coupled with 
measurement difficulties, many of the literature values are probably somewhat in 
error. The following values of diffusion constants (Figs. 7-27 to 7-33) are consid­
ered to be typical, but not necessarily the most correct, nor has an effort been 
made to include all published values. It is usual to plot D versus liT, but in the 
interest of usability the Groups lIlA's and VA's have been plotted in terms of 
degrees centigrade. 

Methods of Measuring Diffusion Coefficients. 

1. When the surface concentration is known; 1) assumed constant; the distribu­
tion function known, for example, erfc; and the diffusant is of opposite type from 
that originally in the slice, the diffusion constant can be calculated from a measured 

* "Emitter push" is the term applied to the extra penetration of base impurity directly under 
the emitter window which often occurs during transistor manufacture. See, for example, Baruch 
et al.81 and Jaccodine.82 
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Table of WD Values* 

Bismuth .............. Qualitatively very large grain boundary diffusion 
Gallium .............. Diffusion temperature 1150° C, constant source, grain 

boundary in (100) plane, angle of misfit = 10.5' 

WD = 19 microns 
Boron. . . . . . . . . . . . . . . Diffusion temperature 1000° C, constant source, grain 

boundary in (100) plane, angle of misfit = 10.5' 

WD = 1.7 microns 
Indium .............. No observed increase in diffusion along boundary 
Phosphorus ........... Diffusion temperature 1050° C, constant source, 

WD = 19 microns 
Antimony ............ Diffusion temperature 1300° C, constant source, grain 

boundary in (100) plane, angle of misfit 10.7° 

WD = 78 microns 

• Data taken from A. Goetzberger and H. Queisser, "Structural Imperfec­
tions in Silicon p = n Junctions," Shockley Transistor Corp. Interim Scien­
tific Report, no. 1, Contract AFI9(604)-8060, Aug. 31, 1961. 

Fig. 7-27. Low concentration­
diffusion coefficients for n-type im­
purities. For most of the impurities, 
the various literature values are 
quite close to those shown. In the 
case of phosphorus, however, a 
broad spread of D's appear. The 
curve shown seems to be the upper 
limit of values. A lower limit, rep­
resented by Howard's data,5,83 may 
be drawn through the points 
(1000°C, 5.5 X 10-15 cm2 /sec), 
(1100°C,1.11 X 10-13 cm2 /sec), 
(1300°C, 1.17 X 10-11 cm2 /sec). 
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Fig. 7-28. Effect of concentration on the diffu­
sion coefficient of phosphorus in silicon. (Tan­
nenbaum. 71 ) 

value Xj of the junction depth, the initial slice doping level, the diffusion time, and 
Eq. (7-7). 

N' x· - = 1 - erf--J-
No 2VJ5i 

2. If the surface concentration is not known, but two slices of different initial 

10-10 f-~__+~~+-~--I~~-+-~~-¥----,IA~~__I 

Aluminum 
(Fuller and 

:;; Ditzenberger) Fig. 7-29. Low concentration­
diffusion coefficients for p-type im­
purities. The variously reported 
boron D's can be included in a band 
with the data shown as an upper 
limit and those of Kurtz and Yee,84 

which are about one-fourth the 
values shown, as the lower limit. 
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Fig. 7-30. Diffusion coefficients for fast dif­
fusers in silicon. 
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doping can be simultaneously diffused so that both surface concentrations are 
the same,78 

N' _ 1 - erf (x//2 VDt) 
Nil 1 - erf (xi12VDt) 

where N' and Nil indicate the impurity concentration originally in the two slices. 
Reference to Fig. 7-2 shows that Xj is not very sensitive to N', so N' and Nil should 
be widely separated. 

3. If, as in Case 1, a p-n junction is formed during diffusion and the distribution 
function is known, both the surface concentration and the diffusion coefficient can 
be found by appropriate measurements. 'The average conductance (j of the diffused 
layer is given by 

Fig. 7-31. Diffusion coefficients for fast dif­
fusers in silicon. 
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Fig. 7-32. Miscellaneous diffusion coefficients 
for impurities in silicon. 

Xj 

C1(X) = qp.(N) IN(x) - N'I 

(7-62) 

(7-63) 

p.(N) is the carrier mobility and is a function of a totally ionized impurity density 
of N (x) + N'; MIN (x) - N' I is the density of carriers, M being the fraction of 
uncompensated diffused impurity atoms which are ionized and N(x) the total 
density of diffused impurity atoms at depth x. When the doping level is very high 
all the impurities may not be ionized so that NionlN(x) is much less than 1. 
These effects can be expressed in terms of an effective mobility P.eff(N) defined by 

C1 
/Leff = N(x)q 

This relation has been experimentally determined and is available in the literature. 
A knowledge of p.(x) , N', the determination ofa from a four-point probe read­

ing, and the functional relation of N(x) versus x, enables N(O), the surface con­
centration, to be calculated from Eqs. (7-62) and (7-63). For the specific cases 
of an erfc, a gaussian (limited source), and a linear variation of N(x) with x, sur­
face concentration versus C1 has been computed and plotted for a variety of starting 
resistivities. * 

(I 4. Quite often neither the distribution function nor surface concentration is 
known, so the problem becomes one of first determining the impwity prafile and 
from that, the diffusion constant. 

- -
* These curves will not be reproduced here. Instead the. reader is referred to Irvin.79 



a. 

b. 

c. 

A radioactive doping element may be used and 
the concentration as a function of depth deter-
mined by an incremental removal of silicon. 78 

If a diode can be made and reverse-biased so that 
the space-charge region moves primarily into the 
layer whose impurity profile is desired, a measure-
ment of diode capacitance versus applied voltage 
will allow computation of N(X).78 
If a value of sheet resistance of the diffused layer 
is measured by a four-point probe, a small amount 
of the layer removed by lapping, and a new value 
of sheet resistance read, then the average resistiv-
ity of the layer removed is given by 

R = RlsR 2s 

R2s - R ls 
Ilx (7-64) 

where Ilx = thickness removed 
Rls = sheet resistance before layer removal 
R2s = sheet resistance after layer removal 

A repetition of this process will give a resistivity 
versus depth profile that can be converted into an 
N(x) curve. 
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Fig. 7-33. Diffusion coeffi­
cients for gases in silicon. 

The problem of determining the diffusion constant from the measured impurity 
profile still remains. If examination of the data shows that N (x) follows an error 
or exponential decrease with distance, D can be determined as before. But if 
because of the boundary conditions or a concentration dependent D some other 
relation exists, a technique such as that of Boltz~~~~lW must be used 
to calcul~t~.Jl..l 

'-S.lf a fast diffuser is known to be fully ionized, a small amount can be intro­
duced in a very limited area and its movement observed as a function of time 
while under the influence of an electric field. From these measurements, the 
mobility p. can be determined, and by use of the Einstein relation DIp. = kTlq, D 
can also be calculated.30 

6. If a fast diffuser forms ion pairs with a very slow diffuser, the rate of pairing, 
which is reflected as a change in carrier mobility, can be measured, and from this 
the diffusion coefficient of the fast diffuser is determined. 78 
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8 
Electrical Properties 

8-1. RESISTIVITY 

The resistivity of a semiconductor is given by 

1 p = --:-------:-
q(/!nn + p.pp) 

where q = electronic charge 
n and /!n = number and mobility of electrons 
p and p.p = number and mobility of holes * 

(8-1) 

If there are no impurities in the silicon, equal numbers of electrons and holes are 
thermally generated, and the product (np) is given by 

np = lli2 = 1.5 X 1033 T3 exp ( -iiI) 
= 1.9 X 1020 cm-6 at 3000 K (8-2) 

where k = Boltzmann's constant 
T = temperature 

This is plotted in Fig. 8-1.1,2,t Since the np product remains constant at a given 
temperature, the contribution due to the minority carriers becomes relatively unim­
portant as the doping level is increased over ni. At room temperature, nearly all 
impurities are ionized, and 

p~ 1 
qp.p,nNA,D 

(8-3) 

so a combination of NA,D and the mobility allows the resistivity to be calculated as 
a function of doping. Room temperature curves are given in Figs. 6-1 to 6-4. 

If the resistivity is desired as a function of temperature, then the variation 
of mobility with temperature and the fraction ionized must both be considered. 
This fraction depends on the activation energy of the particular impurity in ques-

* Carrier terminology commonly used in semiconductor physics is summarized in Table 8-1. 
t Superscript numbers indicate References listed at the end of the chapter. 
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Fig. 8-1. Intrinsic carrier concentration ni 

versus reciprocal temperature. (Adapted 'i 1016 

from Morin and Maita1 and Hall and § 
Racette. 2) c-
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tion and the temperature. Figures 8-2 and 8-3 show such curves for antimony­
and boron-doped silicon respectively.* The decrease in activation energy with 
impurity concentration was taken into account in computing the curves. Refer­
ence to Table 8-2 shows that the various n-type dopants have similar activation 
energies, and a comparison is made in Fig. 8-2 with experimental results on arsenic­
and phosphorus-doped silicon. It can also be seen that other p-type dopants have 
significantly different activation energies. To illustrate the effect of these differ-

* Calculations by HeillY Riser and Stacy Watelski are based on Brooks-Herring equation for 
ionized impurity scattering. 
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Table 8-1 . Carrier Terminology Commonly Used in Semiconductor Physics 

n number of electrons 
p number of holes 
pn equilibrium hole density in n-type material 
nn equilibrium electron density in n-type material 
np equilibrium electron density in p-type material 
pp equilibrium hole density in p-type material 
ni equilibrium electron density in intrinsic material 
Pi equilibrium hole density in intrinsic material 
ND the number of donor (n-type) impurities per cc 
nd the number of electrons on donor centers (un-ionized donor impurities) 
NAthe number of acceptor (p-type) impurities per cc 
na the number of electrons on the acceptor centers (ionized acceptor impurities) 

In general, all the impurities added will be ionized so that 

nd = 0 
nn = ND 
na = NA 

Under equilibrium conditions, 

n - (ND - nd) = p - na 
p + (ND - nd) = n + na 

pn = ni2 

ences, Figs. 8-4 and 8-5 give calculated resistivities of indium- and gallium-doped 
silicon. 

Sometimes impurities which have deep-lying levels, such as gold, are added for 
lifetime control. Since their activation energies are very large, only a small amount 
is ionized at room temperature, and so will contribute little to conductivity. The 
un-ionized atom will, moreover, act as a trap for free carriers available from other 
types of impurities and will thus generally decrease p or n and give higher resistiv­
ities, regardless of whether the silicon is n- or p-type. Figures 8-6 to 8-11 show the 
calculated resistivity as a function of gold concentration in boron- and antimony­
doped silicon. * It should be observed that while extremely high resistivities are 
obtainable at room temperature, the effect becomes progressively less as the tem­
perature increases. Figure 8-12 shows calculated room temperature resistivity for 
silver added to silicon.5 

8-2. MOBILITY 

The mobility of Eq. (8-1) may be calculated from equations developed by 
Brooks,6 Herring,7 and Conwell and Weisskopf,8 and depends both on temperature 
and impurity concentration.7 Figures 8-13 and 8-14 show /Ln and f.Lp as a function 
of impurity concentration at room temperature.t For these curves it was assumed 
that there was no compensation. In the event that compensation does occur, 
approximate mobilities can still be obtained by determining the impurity mobility 

* Calculations by D. C. Gupta; computer program by Ron Wackwitz. 
t Calculations by Henry Riser and Stacy Watelski are based on Brooks-Herring equation for 

ionized impurity scattering. 
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JLI for the desired degree of compensation and then combining it with the lattice 
mobility to give a total mobility. Figure 8-15 gives /LI versus impurity concentra­
tion. * If compensation is present,9 

INA - Nnl 
/Lw = N N /Lro (8-4) 

A + n 

where /Lw = compensated impurity mobility 
NA and Nn = number of acceptors and donors 

/Lro = impurity mobility of uncompensated material with INA - Nnl 
impurities/cm3 

* Calculations by Henry Riser and Stacy Watelski are based on Brooks-Herring equation for 
ionized impurity scattering. 
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Thus, by knowing NA and N D , a new ILl can be calculated. Figure 8-16 shows total 
mobility versus ILl, so a combination of this curve and the ILl just determined allows 
evaluation of the compensated mobility. 

8-3. DRIFT MOBILITY 

Drift mobility, the mobility of minority carriers, is to a first approximation the 
same as the majority carrier, or conductivity, mobility just discussed. With this 
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Table 8-2 

Impurity Donor or acceptor Below conduction band, ev Above valence band, ev 

Ag* D 0.31 
A .... 0.21 

Alt A .... 0.057 
Ast D 0.049 
Aut D .... 0.33 

A 0.54 
Bt A .... 0.045 
Cut A .... 0.49 

D .,' . 0.24 
Fet D 0.55 

D .... 0.40 
Gat A .... 0.065 
Int A .... 0.16 
Lit D 0.033 
Mnt D 0.53 
Pt D 0.044 
Sbt D 0.039 
St D 0.18 

D 0.37 
Znt A 0.55 

A .... 0.30 

* B. I. Boltaks, and Hsiieh Shih-yin, Diffusion, Solubility and the Effect of Silver Impurities on Elec­
trical Properties of Silicon, Soviet Phys.-Solid State, vol. 2, pp. 2383-2386, 1961. 

t Richard H. Bube, "Photoconductivity of Solids," John Wiley & Sons, Inc., New York, 1960. 
t R. O. Carlson, R. N. Hall, and E. M. Pell, Sulfur in Silicon, "Advances in Semiconductor Science," 

pp. 81-83, Pergamon Press, New York, 1959. 

assumption the mobility ratio fLp//-Ln - b can be calculated from Fig. 8-15. This 
is shown in Fig. 8-17. 

8-4. HALL COEFFICIENT AND HALL MOBILITY 

In extrinsic silicon, the Hall coefficient in the limit of small magnetic field 
is given by 

Rn = rn or Rp = !i (8-5) 
en ep 

for n- and p-type material respectively. The ri are constants of proportionality 
which depend on the details of the scattering process and the detailed electronic 
structure of silicon. 

The Hall coefficient can be measured directly in a long, thin slab.1o,* It is 
given by 

(8-6) 

* For additional details see O. Lindberg, Hall Effect, Proc. IRE, vol. 40, pp. 1414-1419, 1952. 
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Fig. 8-4. Calculated values of resistivity 
versus temperature for indium-doped silicon, 
EA = 0.160 ev. 

Fig. 8-5. Calculated values of resistivity 
versus temperature for gallium-doped sili­
con, EA = 0.065 ev. 

where Vy = Hall voltage (volts) 
t = thickness of the sample in the z direction (cm) 

la: = current (amp) 
Bz = magnetic induction (gauss) 

The ratio of the Hall coefficient to the resistivity has the dimensions of mobility 
and is called the Hall mobility. In n-type material /LHn = rnP-n and in p-type mate­
rial /LHp = rp/Lp. If the ri are known, it is possible to determine both the concen­
tration and mobility of the majority carrier from electrical measurements. 

The Hall mobility as measured by a number of investigators is shown as a func­
tion of resistivity in Figs. 8-18 and 8-19 for n- and p-type silicon. Calculated and 
measured values of conductivity mobility are also shown in these figures. * The 

* Data in Figs. 8-18 to 8-20 were collected and analyzed by W. M. Bullis and R. Nasby. 
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scatter in the experimental data is quite large but approximate values for the ratios 
rn and rp can be computed from the curves. These are shown in Fig. 8-20. At 
very low resistivities, the assumptions made in the calculations of conductivity 
mobility are no longer valid, but in this region the value of ri is 1. 
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8-5. EFFECTS OF HIGH FIELD ON RESISTIVITY 

In Eq. (8-1), the assumption was made that p. (the mobility) and the number 
of carriers are independent of the applied electric field. For high fields this is not 
correct. In the range of 103 to 105 volts/em, the number of carriers does remain 
constant, but the mobility decreases appreciably. Figure 8-21 shows the variation 
of mobility with field strength for high-resistivity n-type silicon.19 In the range 
above 105 volts/em, carriers can obtain high enough velocity between collisions to 
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form new carriers. This is usually observed in the space-charge region of reverse­
biased diodes where it is possible to get the high fields quite readily and is called 
"avalanche." If yet higher fields can be obtained, then zener br.eakdow~, i.e., th~ 
field-inducsd. direct transition of carriers from the valence to the conduction band, ... ~ ~_a .. ''''''''''_'~_ ~ 

can be observed. ----.---
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8-6. WIDTH OF SPACE-CHARGE REGION IN p-n JUNCTIONS 

The width of the space-charge region at a given applied voltage across the junc­
tion, and thus the field, is a function of the impurity atom distribution within the 
region. If the junction is an "abrupt" one, i.e., a uniform concentration on each 
side, and one concentration level is many times greater than the other, avalanche 
breakdown voltage versus the impurity concentration of the low concentration side 
is as shown in Fig. 8-22.20 This curve and the data from Figs. 6-1 to 6-4 can be 
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combined into Fig. 8-23 which enables avalanche breakdown or "reach-through" 
voltage, * the width of the depletion region, resistivity, and impurity concentration 
to be determined graphically if anyone of these values is known. 

For example, if the starting material is 4 ohm-cm p-type, moving horizontally 
from the 4 ohm-cm part to the p-type curve shows that the corresponding impu­
rity concentration is approximately 3 X 1015 atoms/cm3 . Following this isocon­
centration line until it intersects the breakdown curve gives a space-charge width 
of 0.3 mil. Moving horizontally to the breakdown voltage scale on the left gives 
a breakdown of approximately l30 volts. 

In the event that the layer available for the space-charge region to expand in was 

* Reach-through occurs when the material dimensions rather than the applied voltage limit the 
movement of the space-charge region. For example, the resistivity of the material might be such 
that it would have a lOO-micron-thick space-charge region at breakdown, but if the thickness of 
the slice on which the devices were made was only 35 microns, then reach-through would occur 
when the space-charge boundary reached the contact. 
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limited to some value less than 0.3 mil, for example, 0.1 mil, then breakdown 
would be determined by that thickness rather than the impurity concentration. 
Moving to the left from the point of intersection of the O.I-milline with the iso­
concentration curve gives a reach-through breakdown of approximately 15 volts. 

8-7. EFFECTS OF PRESSURE 

The pressure dependence of the absorption edge is given by dE/dP = 
-1.5 X 10-12 ev/(dyne) (cm2).21 

The application of very high pressures apparently produces a phase transition 
and reduces the resistivity several orders of magnitude. Figure 8-24 shows typical 
behavior.22 

Uniaxial tension, as well as hydrostatic pressure, causes resistivity changes in 
both p- and n-type silicon. This change can be expressed in terms of a tensor with 
three independent components '1711, '1712, and '1744. That is, if Ai) = 8pij/ Po equals 
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Fig. 8-18. Electron mobility versus resistivity in n-type silicon at 300° K. 

the change of resistivity measured in the jth direction for a stress applied in the ith 
direction divided by the original resistivity, then 

[~] = ['1T][T] (8-7) 

where [T] is the applied stress.23 For colinear stress, current, and electric field, 
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Fig. 8-19. Hole mobility versus resistivity in p-type silicon at 300o K. 



1 80 Silicon Semiconductor Technology 

14 

1.3 

1.2 

II 

1.0 , 
\ 
\ 

0.9 , , 
I 
\ 0.8 

0.7 
\ 
"-

./ 

1/-I-' 

/ 
) 

./ 

/' 
V 

" ~ 

p ohm-em 

1.0 

.;::- 0.8 

"0 

'" 
~ 04 
'" a:: 

0.2 

~ 
V 

VrP 

-f>- ~ 

Fig. 8-20. Ratio of Hall mobility to conduc­
tivity mobility versus resistivity for uncompen­
sated silicon at 300 o K. 

........ 
.~ 

"'" ~ ~r, 
~ 

~ .... ~ 

Electric field, volts fcm 
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Impurity concentration, atoms / cm 3 

Fig. 8-23. Breakdown voltage versus impurity concentration for an abrupt junction. When 
starting with either impurity concentration or breakdown voltage, move to top curve for width 
of space-charge region at breakdown. Then move across or down for breakdown voltage or 
impurity concentration. n- and p-type curves are used to convert from resistivity to impurity 
concentration. (Courtesy of Stacy Watelski.) 
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Table 8-3 

Crystal direction 

[100] 
[Ill] 
[110] 

'lT1, cm2/dyne 

'lTn 

YJ'lTn + ¥3 ('lT12 + 'lT44) 

Y2( 'lTn + 'lT12 + 'lT44) 

YI (silicon), dynes/cm2 

1.301 X 1012 

1.878 X 1012 

1.690 X 1012 

the longitudinal piezoresistance coefficient 'lTI is given by24 

I /::"P 
'lTI = --= 'lT11 + 2('lT44 + 'lT12 - 'lT11)(m12m22 + m12m32 + m22m32 ) (8-8) 

al Po 
where al = longitudinal stress in the direction I 

/::"P = change in resistivity due to stress az 
Po = resistivity in zero stress condition 

m1, m2, m3 = direction cosines of direction I with respect to principal crystallo­
graphic directions [100], [010], [001] 

The principal crystal directions of concern in silicon piezoresistive devices are 
the [lll], [110], and [100] directions. Table 8-3 gives the longitudinal piezore­
sistance coefficients in terms of the independent 'IT coefficients and Young's modu­
lus for each of these directions. Most of the data taken has been in terms Of'lTI 

and is summarized in Fig. 8-25.25,30 

8-8. ENERGY BANDS 

The energy band spectrum for silicon is shown in Figs. 8-26 and 8-27.26,31 
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Fig. 8-25. Temperature dependence 
of piezoresistivity in silicon for vari­
ous p-type impurity concentrations. 
(Sobey.25) 
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Fig. 8-26. Top: schematic of constant energy con­
tours or valleys around the conduction band edges 
in silicon. The six ellipsoidal valleys in the < 100) 
directions are evident. Bottom: cross section of a 
constant energy contour near the valence band edge 
in silicon in the (110) plane. (Hannay.26) 
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8-9. EFFECTIVE MASSES FOR ELECTRONS AND HOLES27 

Effective masses are given in the following tabulation: 
For Electrons* For Holes 

m1;:::: 0.49 m 

m2;:::: 0.16 m 

m3;:::: 0.24 m 

[001] 

iio 

Longitudinal;:::: 0.98 m 
Transverse;:::: 0.19 m 
Conductivity;:::: 0.26 m 
Density of states;:::: 0.33 m Density of states;:::: 0.55 m 

* m is the electron rest mass, 9.1 072 X 10-28 g. 

Table of Useful Numbers 

Avogadro number ........................ . 
Boltzmann constant ...................... . 
Stefan-Boltzmann constant. ..... . 
Charge on electron ....................... . 
Permittivity of free space .................. . 
Joule ................................... . 

6.023 X 1023/mole 
1.38 X 10-16 ergrK 
5.67 X 10-5 erg/(cm2)(sec)CK4) 
1.6 X 10-19 coul 
8.85 X 10-14 farad/cm 
107 ergs 

Joule. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. watt-sec = va-sec 
Gram-calorie. . . . . . . . . . . . . . . . . . . . . . . . . . . .. 4.18 joules 
Erg. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. dyne-cm 
Electron volt. . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 1.6 X 10-12 erg 
Coulomb. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. amp-sec 
Faraday .................................. 9.65 X 104 coul 
Ampere .................................. 1.036 X 10-5 faraday/sec 

[lOOJ 
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Fig. 8-28. Variation of Bg with temperature. 
(Smith. 27) 



Fig. 8-29. Thermoelectric power versus resis­
tivity for silicon at room temperature. (Geballe 
and Hull. 28) 

8-10. MISCELLANEOUS EFFECTS 
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Variation of Energy Gap with Temperature.27 Figure 8-28 shows the variation 
of energy gap with temperature. The slope in the linear region is given by 

dEg = -2.4 X 10-4 evre 
dT 

Thermoelectric Power. Figure 8-29 shows the thermoelectric power versus 
resistivity for silicon near room temperature.28 

Dielectric Constant. The dielectric constant has been measured directly for fre­
quencies of between 500 cps and 30 mcps and found to be 11.7.21 The silicon was 
doped with gold and then cooled to liquid nitrogen temperature so that the resis­
tivity would be high (approximately lOlD ohm-em). Other measurements have 
been made of the complex dielectric constant by microwave techniques at 24 gcps 
for relatively low-resistivity material. From these data the high-resistivity dielec­
tric constant was calculated to be between 12.6 and 14.6.29 
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Optical Properties 

9-1. ABSORPTION COEFFICIENTS 

The absorption spectrum of silicon can be divided into three areas of interest. 
The first is wavelengths shorter than those corresponding to the band edge, the 
second is the transition region near the edge, and the third is longer wavelengths. 

Figure 9-1 shows the absorption coefficient in the region from 0.1 to 1.1 
microns.1,2,* The absorption is due to carriers being raised from the valence to the 
conduction band. The increased absorption below about 0.33 micron is presuma­
bly due to the beginning of direct transitions. Decreasing temperature shifts the 
absorption edge to shorter wavelengths. This is shown in Figs. 9-2 and 8-28. 
Pressure also affects the absorption edge and shifts it to shorter wave1engths.3 

This is shown in Fig. 9-3. Details of the absorption near the band edge are shown 
in Fig. 9-4.4 

In the long-wavelength region, free carriers, the lattice, impurities, defects, and 
the carriers associated with the impurities and defects all contribute to the absorp­
tion. Figure 9-55 shows typical data from 1.1 to 40 microns for n-type silicon. 

* Superscript numbers indicate items listed in References at the end of the chapter. 

Fig. 9-1. Room temperature absorption 
coefficient versus wavelength. (Adapted 
from Dash and Newman! and Philipp 
and Taft. 2 ) 
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Fig. 9-2. Absorption as a function of wave­
length for high-purity, single-crystal silicon. Re­
sistivity >20 ohm-em. (Dash and Newman. l ) 

Figure 9-66 extends the range to beyond 250 microns. There are some absorption 
bands at 2.3,9.1, 16, and 19.4 microns, but other than that, a appears to be pre­
dominantly due to free carriers and varies as A2. The deviation of the long-wave­
length data from the A2 dependence is thought to be due to experimental error. 
Figure 9-7 shows the absorption for p-type silicon.7 The characteristics are similar 
to those of n-type silicon except that the 2.3-micron band is absent. 

Since the major part of the absorption coefficient at room temperature and 
above is due to free carriers, an increase in temperature with a corresponding 
increase in the number of carriers causes the absorption coefficient to also increase. 
Figures 9-8 to 9-10 show this effect for high-resistivity n- and p-type material over 
the wavelength range of from 2.5 to 6 microns (which is the region in which sili­
con optical elements usually operate).8 

If the contribution due to the free carriers (as determined by long-wavelength 
measurements) is subtracted from the measured value a number attributable to 
the lattice is obtained.9 This is shown in Fig. 9-11. 
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Fig. 9-3. Shift of single-crystal, p-type sili­
con absorption edge with pressure. (a = 
2S cm-l, !1v measured from 10,000 em-I, 
p = 0.08 cm-l .) (Slykhouse and Dric­
kamer. 3 ) 
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Absorption Bands. The absorption band at 2.3 microns is thought to be caused 
by excitation of carriers from the conduction band minima to higher bands.5 

Oxygen in silicon gives rise to the 9.1- and 19.4-micron bands10-12 which are 
shown in more detail in Figs. 9-12 and 9-13. The absorption coefficient is propor­
tional to the amount of oxygen present and is often used as a measure of the oxygen 
content of silicon crystals.13 Figure 9-14 shows the 9.l-micron absorption coeffi­
cient versus oxygen content. 

If silicon which has ionized impurities at room temperature is cooled enough to 
freeze out the carriers, then transitions may occur between their levels and the 
valence or conduction bands. Spectra for the Group IIU and V A elements are 
shown in Figs. 9-15 and 9_16.14-17 

Radiation-induced Bands. Neutron and electron irradiation of silicon produces 
a series of absorption bands which depend on the type and amount of initial impu­
rity.1S One band, which occurs for either neutron or high-energy electron bom­
bardment, appears at 1.8 microns and is observed in high-resistivity n-type and in 
p-type samples. Apparently the defect responsible for the absorption has an 
energy level about 0.21 ev below the conduction band and will not absorb if occu­
pied by electrons. Another band is observed at 3.3 microns in low-resistivity 
n-type material. Presumably in this case a level is introduced at 0.21 ev below the 
conduction band which will only absorb if it is filled with electrons. 

A 3.9-micron band is observed in neutron-irradiated low-resistivity p-type sam­
ples which have been annealed. This absorption is probably due to acceptors 
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Fig. 9-4. Details of absorption near the band edge. (MacFarlan, McLean, Quarrington, and 
Roberts. 4) 
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Fig. 9-5. Absorption coefficient of n-type silicon as a function of wavelength. (Spitzer and 
Fan. 5) 

associated with vacancies. Some low-resistivity n-type samples show a 5.5-micron 
absorption band which is attributed to a bound electron at about 0.l6 ev below the 
conduction band. Occasionally samples which exhibit the 3.9-micron absorption 
band after annealing also show a 6-micron band after further annealing. There 
are also bands (not associated with annealing) that have been observed at 20.5, 
27, and 30.l microns. 
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Fig. 9-7. Absorption coefficient of p-type sili­
con as a function of wavelength (Fan and 
Becker. 7) 
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If oxygen-containing silicon is irradiated with high-energy electrons, defects are 
introduced which cause an absorption band at 12 microns and which have an 
associated electrical level 0.17 ev below the conduction band. These defects are 
apparently due to a vacancy with an oxygen atom bridging two of the dangling 
bonds.19 

Other than introducing the various absorption bands just discussed, neutron 

1i 
Fig. 9-8. Absorption coefficient versus wave- 'c 
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Fig. 9-10. Transmission through coated silicon 
plate as a function of temperature. 

Fig. 9-11. Silicon lattice absorption bands. 
(Johnson. 9) 



Fig. 9-12. Absorption coefficient of silicon at 
room temperature: (a) pulled from a quartz 
crucible, (b) prepared by float-zone technique. 
(Kaiser, Keck, and Lange. 10) 
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Fig. 9-13. The absorption coefficient as a function of wavelength in the 6- to 24-micron range 
for specimens of four silicon crystals prepared in different ways. (Green, Hogarth, and 
J ohnson. 12 ) 
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irradiation of silicon usually decreases the absorption coefficient. This is attributed 
to the removal of free carriers during bombardment.7 Because of the possibility 
of increasing the transmission of low-cost, low-purity silicon to a level acceptable 
for infrared optical components, considerable additional data have been collected 
in the 2- to 6-micron region.2o Figure 9-17 shows typical changes in the absorp­
tion coefficient observed in this range. It was, however, concluded that such 
a process is presently economically impractical because of the steady decline in the 
price of high-purity silicon and the expense associated with neutron bombardment. 

Effects of Mechanical Damage. Bands have been observed at 2.8,3.3, and 4.8 
microns in crushed silicon and are attributed to defect states produced close to the 
surface during the crushing.21 This spectrum is shown in Fig. 9-18. 

Calculation of Transmission from LX. The transmission of parallel radiation 
normal to the surface of a plane parallel plate is given by the relation 

!.. _ e-ax (1 - R)2 
10 I - R2e-2afE 

where LX = absorption coefficient 
x = sample thickness 

10 = incident radiation 
1 = transmitted radiation 
R = reflection coefficient 

The reflection coefficient is given by 

R = (nl - n2)2 
nl + n2 

where nl is the index of refraction of air and n2 that of silicon. 

(9-1) 

(9-2) 

Conversions. To convert from photon energy in electron volts to wavelength 
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in microns, multiply the reciprocal of electron volts by 1.237, for example, 
A (microns) 1.237 lev. 
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Fig. 9-15. Absorption spectra of p-type impurities in silicon. (Newman.14 ,15) 
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Fig. 9-16. Absorption spectra of n-type impurities in silicon. (Hrostowski and Kaiser 16 and 
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Fig. 9-17. Transmission versus wavelength for irradiated and unirradiated silicon. (Fan and 
Becker. 7) 

9-2. PHOTOCONDUCTIVITY 

Three of the absorption processes result in photoconductivity. These are: 

1. An electron is raised from the valence to the con­
duction band so that a free hole and a free electron 
are produced. 

2. An electron is raised from the valence band to an 
un-ionized acceptor state so that a free hole is 
produced. 

3. An electron is raised from a donor state to the con­
duction band so that a free electron is produced. 

Process 1 occurs for incident wavelengths shorter than 
1.1 microns and can be observed at room temperature. 
In order to extend the spectral response out to the longer 
wavelengths, the silicon may be doped with appropriate 
impurities so that process 2 or 3 above can occur. Since 
these impurity centers are usually already ionized at 
room temperature, it is necessary to cool the silicon 
before the effect can be observed. The shallower the 
level, the longer the wavelength response and the lower 
the temperature to which the material must be cooled. 
Table 9-1 is a tabulation of various doping elements and 
the long wavelength cutoff,17 
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Fig. 9-1 8. A typical trans­
mission curve of a crushed 
silicon disk taken at room 
temperature. The ob­
served bands are: (a) 2.8/-1, 
(b) 3.3/-1, (c) 4.26/-1 at­
mosphere CO2 absorption, 
(d) 4.8 /-I, and (e) 8 to 
10 /-I general absorption. 
(Hilton and Gamble. 21 ) 
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Table 9-1 * 

Impurity Donor or acceptor Long-wavelength 
cutoff (calculated), microns 

Au A 2.3 
Fe D 2.3 
Mn D 2.3 
Zn A 2.3 
Cu D 2.5 
Fe D 3.1 
Au D 3.8 
Zn A 4.1 
Cu D 5.2 
In A 7.7 
Ga A 19 
Al A 22 
As D 25 
B A 28 
P D 28 
Sb D 32 
Li D 38 

* From Richard H. Bube, "Photoconductivity of Solids," John Wiley & Sons, 
Inc., New York, 1960. 

9-3. REFLECTION COEFFICIENT 

Figure 9-19 shows the reflection coefficient in the range from 0.1 to 10 microns. 2 

Figure 9-20 extends this out to much longer wavelengths and shows the effect of 
doping.6,22 

9-4. INDEX OF REFRACTION 

Table 9-2 is a tabulation of room temperature refractive indices from 1.35 
to 11.04 microns. Figure 9-21 includes this data, but extends it to a much shorter 
wavelength. The data for Table 9-2 were obtained by measuring the angle of mini­
mum deviation of a silicon prism.23 The extension to shorter wavelength, where 
silicon is nearly opaque, was calculated from the reflection coefficient. 2 
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Fig. 9-19. Reflection coefficient versus wave­
length for pure silicon. (Philipp and Taft2 and 
Salzberg and Villa. 23 ) 
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Table 9-2. Index of Refraction of Silicon*,t 

Wavelength, microns Index, n 

1.357 3.4975 
1.367 3.4962 
1.395 3.4929 
1.529 3.4795 
1.660 3.4696 

1.709 3.4664 
1.813 3.4608 
1.970 3.4537 
2.152 3.4476 
2.325 3.4430 
2.437 3.4408 
2.714 3.4358 
3.000 3.4320 
3.303 3.4297 
3.418 3.4286 
3.50 3.4284 
4.00 3.4255 
4.26 3.4242 
4.50 3.4236 
5.00 3.4223 
5.50 3.4213 
6.00 3.4202 
6.50 3.4195 
7.00 3.4189 
7.50 3.4186 
8.00 3.4184 
8.50 3.4182 

10.00 3.4179 
10.50 3.4178 
11.04 3.4176 

* From C. D. Salzberg and J. J. Villa, Infrared 
Refractive Indexes of Silicon, Germanium, and 
Selenium Glass, J. Opt. Soc. Am., vol. 47, p. 244, 
1957. 

t 5 ohm-em, n-type. 

0.12 
ohm-em 

/ 
0.20 _ 
ohm-em 

100 
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Fig. 9-21. Refractive index of silicon at room 
temperature. (Philipp and Taft2 and Salzberg 
and Villa. 23 ) 

9-5. EMISSIVITY 

The data relating to silicon emissivity appear to have been taken for specialized 
uses and as such are somewhat sketchy. Figure 9-22 gives the spectral emissivity 
versus wavelength for several temperatures.24,25 Figure 9-23 shows emissivity at 
the lower temperatures from a heavily doped silicon surface (boron-diffused solar 
cell).26 Table 9-3 gives the emissivity at 0.65 micron (the region used by optical 
pyrometers) versus temperature.27 

9-6. LIGHT EMISSION 

When hole-electron recombination occurs, the excess energy must be dissipated. 
This may be done in three basic ways (see, for example, Ref. 17). 

1. The emission of photons: the energy of each photon equals the energy dif­
ference between the two carriers before recombination. 

2. The emission of several photons with their total energy equal to the 
excess energy. 

3. By a three-body collision: the excess energy is imparted to a third carrier 
by Auger, or impact, recombination. 

The light emitted is usually very weak because the probability of process I's 

Table 9-3. Spectral Emissivity at 0.65 Microns* 

Temperature, 0 K 

WOO 
1100 
1200 
1300 
1400 
1500 
1600 
1688 

Spectral Emissivity 

0.64 
0.62 
0.60 
0.57 
0.54 
0.50 
0.48 
0.46 

* From F. G. Allen, Emissivity at 0.65 Micron of Silicon 
and Germanium at High Temperatures, J. Appl. Phys., 
vol. 101, pp. 1676-1678, 1956. 
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Fig. 9-22. Miscellaneous silicon emissivity data. The temperature of the sample of the top 
curve was SOO°C. (O/t 24 and Stierwalt and Potter. 25 ) 

occurring is small. However, radiation from several semiconductors, including sili­
con, has been observed. 

The carriers may be generated in the material by higher-energy photons being 
absorbed by the silicon, may be injected at a forward-biased p-n junction, or may 
be generated during avalanche. In each case, since the light is being radiated in 
the bulk and not on the surface, the spectral response observed is affected by the 
transmission characteristic of the silicon (see Sec. 9-1). F or light emitted from 
very shallow junctions, the correction will, however, be negligible. 
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Forward-biased p-n Junction. Figure 9-24 shows the silicon emission spectra 
observed when a p-n junction is forward-biased. 28 The curve marked "intrinsic" 
arises from the injected electrons recombining with holes in the conduction band 
and so has a wavelength corresponding to the band gap energy. If there are 
acceptor impurities in the material, and if the temperature is low enough that they 
are un-ionized, transitions can occur between the electrons and holes in these 
un-ionized acceptor centers. Since acceptor levels lie above the valence band, the 
energy difference between them and the injected electron is somewhat less than the 
band gap, so that the wavelength of the radiated light will be longer. The differ­
ence in wavelength for the various doping impurities reflects the different heights 
of the levels above the valence band. 

Reverse-biased p-n Junction. If the junction is reverse-biased, visible light is 
emitted when avalanche occurS.29 The spectral distribution of the light is continu-
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Fig. 9-24. Emission spectra from a forward­
biased silicon p-n junction. (Haynes and West­
phal. 28 ) 
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ous and is shown in Fig. 9-25. The short wavelengths apparently arise from free­
electron-free-hole recombination, while the longer wavelengths are due to emission 
from intraband transitions. 

The light from the reverse-biased junction has been used to study the character 
of the junction, and both varieties have been suggested as possible light sources for 
high-frequency choppers and as emitters for light amplifiers. 

Triboluminescence. When some materials are rubbed or abraded, they emit 
light. This effect has been observed in silicon when it was sandblasted by such 
abrasives as A120 3 , SiC, and Si02 in atmospheres of H2, N2, and O2. The emis­
sion appears in the orange and infrared although the observed intensities may have 
been considerably modified by the optical transmission properties of the silicon.30 

Electrochemiluminescence. A faint reddish glow has been observed during the 
anodic oxidation of single-crystal silicon.31 

9.7. TYNDALL EFFECT 

The Tyndall effect has been used to study the behavior of oxygen in silicon.32,33 

9-8. BIREFRINGENCE 

If an optically isotropic material is subjected to stress, the index of refraction 
becomes dependent on the plane of polarization. For crystals of the diamond 
structure the behavior can be expressed as three stress optical coefficients: qllll, 

q1122, and q1212. The constant qllll relates the retardation of light polarized par­
allel to the [100] direction and traveling perpendicular to it to stress in the [100] 
direction. The constant qU22 relates the retardation of light polarized parallel to 
the [010] direction and traveling in the [001] direction to stress applied in the 
[100] direction. The constant q1212 describes the relationship between retardation 
and shear stress.34 These constants have been measured for silicon as 

qllll - q1122 = -14.4 X 10-14 cm2jdyne Q1 
2q1212 = -10 X 10-14 cm2jdyne Q2 

by one investigator35 and about 30 per cent less by 
others.36 Experimentally Q is determined by the 
equation 

Q= 2M 
no3Td 

where h = amount of retardation in units of 
wavelengths 

A= wavelength in air 
no = index of refraction of unstressed material 
T = applied stress 
d = crystal path length 

This effect has been widely used to study residual 
stresses in silicon crystals after various growing and 
annealing cyc1es.36-39 

100 
r, 

/ \ 
II \ 

/ \ 
I \ 

I \ 
I \ 
/ 1 
I \ 

1 
OAO 0.50 0.60 0.70 

Wavelength A,microns 

Fig. 9-25. Spectral response 
of light emitted from a silicon 
p-n junction back-biased to 
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McKay. 29) 
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9-9. OPTICAL ELEMENTS 

While semiconductor-grade silicon is normally considered only as a starting 
material for transistors and rectifiers, its good transmission in the infrared has 
made it a major infrared optical material for both lenses and windows in the 3- to 
5-micron region. For these applications silicon plates are available in diameters 
of over a foot and by appropriate segmenting procedures, windows even larger can 
be made. Figure 9-26 shows a 7.5-in.-diameter dome being bonded together from 
smaller pieces. By the proper choice of adhesive, dimensional stability can be 
maintained and the final grinding and polishing done after bonding. 20 

Polycrystalline Material. When silicon was first being considered as an infra­
red optical material, it was assumed that single crystals would be required for good 
transmission and image quality. However, experiments were soon performed 
which showed that there was no measurable difference in the absorption coefficient 
of comparable purity single and polycrystalline silicon. In addition, the relative 
image quality was measured by constructing identical silicon lenses from single­
crystal and grown polycrystalline ingots and examining the image formed when 
they were placed in parallel light. From this examination it was concluded that 
any differences were insignificant for normal optical usage.s Figure 9-27 is a 
sketch of the equipment used and the results observed. 

Grown polycrystalline silicon is characterized by having quite large single-crystal 
volumes (up to several cubic centimeters). However, some of the cast material 
that has since supplanted it for optical use has a very fine grain structure in which 
individual crystallites may be less than 1 mm across. Essentially the same experi­
ments have been rerun for the cast variety and have again shown no significant dif-

Fig. 9-26. Construction of a 8-in.-diameter silicon infrared dome from segments. 



Optical Properties 205 

1---+--+---j---+--t-T.4---"':----j 0.9 

fIi-----r---j 0.8 

0.7 

0.6 

1------I11---+--+---1 0.5 

1---/-+---j---+----1 0.4 

1-+--+--+--+--1 0.3 

1----+--+--+--1 0.2 

r-:---:,-----'-..:.:,.:7I--+--+--t--t--j 0.1 

Distance in inches from peak intensity value 

Fig. 9-27. Image profiling device and profile from single and grown twinned silicon lenses. 

ferences of absorption coefficient or image quality from those of single-crystal 
silicon.40,41 

Modulators. With a suitable means of supplying electrons, for example a 
forward-biased p-n junction or an electron beam, the carrier concentration can be 
increased locally in a controlled fashion. This in turn increases the infrared 
absorption and allows infrared choppers to be constructed.42,43 

The absorption edge can be shifted to longer wavelengths by the application of 
a strong electric field. Thus, with proper choice of wavelength, infrared can also 
be modulated by this process.44,45 

9-10. OPTICAL COATINGS 

Because of the high index of refraction, silicon to be used for refractive optics 
usually has coatings added to it to reduce the reflection losses at each surface. 
Similarly, silicon light sensors and energy converters normally use some sort of 
low-reflectance coating. 

The most common type is a simple one-layer dielectric quarter-wave coating. In 
this case the criterion for zero reflection loss at some wavelength A is for the coat­
ing to be A.j4 thick and have an index of refraction nc given by 

_ (nSi )112 nc - --
nair 

This equation assumes that the silicon has negligible absorption. If this is not 
true, a more general derivation* can be used, but even with the relatively high 

* For a complete derivation of both cases see Julius A. Stratton, "Electromagnetic Theory," 
chap. 9, McGraw-Hill Book Company, New York, 1941. 
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absorption coefficients encountered in solar cells, the change in value of nc is small. 
In practice it is of course difficult to find coatings that have the exact index 

required, so it is of interest to know how much deviation can be tolerated and still 
reduce reflections to a satisfactory level. This can be calculated by using the gen­
eral equation from which the previous equation was derived: 

R _ (r12 + r23)2 - 4r12r23 sin2 (2'TTd/A.) 
- (1 + r12r23)2 - 4r12r23 sin2 (2'TTd/A.) 

where R = reflection coefficient of the combination 
d = thickness of the layer 
A. = wavelength in the layer 

For a silicon coating to be used in air 

Figure 9-28 is a plot of R for A.j4 coatings of various refractive indices at a wave­
length of 4.5 microns (which is in a region where coated silicon optics are often 
used).8 For this specific case, losses of 1 per cent or less per surface would result 
from using materials with refractive indices of from 1.65 to 2.05. This same equa­
tion can also be used to calculate the reflective losses as a function of wavelength 
for a fixed layer thickness and index of refraction. Figure 9-29 shows the general 
character of (1 - R), which will be proportional to the increased transmission 
through a plate with the coating. There is a multiplicity of peaks, representing 
higher-order reflections within the layer. Since silicon will not transmit wave­
lengths shorter than about 1.1 microns anyway, only the second-order peak would 
be observed in this case. The higher-order peaks get sharper and sharper and, in 
practice, usually show lower and lower transmission because of attenuation losses 
occuring in the layer as the energy is reflected back and forth. Figure 9-30 is 
a similar curve but plotted in terms of normalized wavelengths. The measured 
transmission curves of a coated and an uncoated piece of silicon are shown in Fig. 
9-31. It should be remembered that all these data are for normal incidence. 
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Fig. 9-28. Calculated reflectance per surface 
as a function of refractive index of coating 
material. (From data of Herrmann; Runyan, 
Herrmann, and Jones. S ) 



Fig. 9-29. Variation of (1 - R) with wave­
length for quarter-wave low-reflectance coat­
ing peaked for maximum transmission at 4.4 
microns. 
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2 3 4 
Wavelength A, microns 

Deviations from normal will affect the wavelength at which minimum reflection 
occurs for a given thickness since the light path through the layer becomes longer. 

As the temperature of the silicon and coating is increased, not only does the 
transmission decrease because of the increasing absorption coefficient, but also the 
wavelength for maximum transmission will shift because of the dependence of the 
indices of refraction on temperature. Experimental data for a plate originally 
peaked at 4.1 microns are shown in Fig. 9-32. If the temperature dependence of 
either the coating or the base material is known, it can be used to compute the 
temperature dependence of the other refractive index. 

Vacuum evaporation techniques are normally used to produce the quarter-wave 
coatings for silicon optics, though painted-on organics and chemically formed films 
have also been used for reflection reduction on solar cells. Evaporated silicon 
monoxide, cerium oxide, and zinc sulfide all make acceptable coatings. 46-48 In 
addition, titanium dioxide, aluminum oxide, and antimony oxide have been inves­
tigated, but are not recommended because of poor mechanical properties or diffi­
culty in evaporation. Silicon monoxide is probably the most widely used coating 
since it is easy to deposit and possesses excellent mechanical properties. It does, 
however, have appreciable absorption at the longer wavelengths, so that if the coat­
ing is to be used beyond 7 or 8 microns, zinc sulfide is more appropriate. Com­
plete coating information on these materials, including descriptions of the equip­
ment necessary to maintain an even coating over large, flat or spherical sections, 
may be found in Refs. 8 and 46 to 48. 

It is also possible to use multiple-layer films instead of the simple one-layer film 
just described and greatly broaden the first-order transmission peak. For example, 
a two-layer combination has been reported for silicon which gives transmittances 
of above 90 per cent from 1.5 to 4.1 microns. With three layers this can be further 
extended.49 

Fig. 9-30. Response of i\j4 coating of SiO on 
silicon. 
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Fig. 9-31. Effect of an optical coating on trans­
mission. 

Instead of evaporating layers, silicon can be thermally oxidized or chemically 
stained. These layers are normally Si02, but chemical stains occasionally give an 
SiO layer. Either of these materials is satisfactory for short-wavelength coatings, 
e.g., solar cells, since the working range is from 0.5 to 1 micron, and, in that range, 
the indices of refraction of either are appropriate, and neither has a large attenua­
tion coefficient. 

If "thick" layers (several wavelengths) of a dielectric with an intermediate 
refractive index are added to the silicon, reflective losses can be reduced somewhat, 
but not as much as is possible with the quarter-wave coatings. For example, consider 
the effect of a clear plastic coating on the front surface of a solar cell. 

1. The loss without any coating would be 

R = (1 - 3.4)2 = 0.3 
1 + 3.4 

i.e., only 70 per cent of the incident energy would be available for power 
conversion. 

2. Assume the plastic layer has an index of refraction of 1.5. Then at the air­
plastic interface 

R = (1 - 1.5)2 = 0.04 
1 + 1.5 

or 96 per cent of the incident energy passes on to the plastic-silicon 
interface. 

100 ,.---,-,----rt--,----,---.-r---, 
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Fig. 9-32. Transmission through coated silicon 
plate as a function of wavelength for various 
temperatures. (From data of Herrmann; Run­
yan, Herrmann, and Jones. S ) 



3. For the plastic-silicon interface 

R = (1.5 - 3.4)2 = 0.14 
1.5 + 3.4 
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or 86 per cent of the energy is transmitted into the silicon. From step 2, 
4 per cent of the energy reflected from the silicon back to the plastic-air 
interface will be again reflected to the silicon surface, etc., but this is negli­
gible so that 0.86 X 0.96, or 83 per cent, of the original incident energy is 
available for conversion rather than 100 per cent (in theory) with a quarter­
wave coating and 70 per cent without any coating. It should also be noted 
that since the quarter-wave coating actually has minimum loss only at dis­
crete wavelengths (Fig. 9-29), the difference between the two coatings will 
be somewhat less than calculated. 

Another suggested method of minimizing reflection losses, which is not a coating 
and which is not applicable to optical equipment but which could be used on solar 
cells, is to etch or cavitron myriads of tetrahedrons into the surface. 50 Then energy 
hitting the surface and being reflected will strike another surface before being 
lost. Thus 70 per cent of the originally reflected 30 per cent will be captured 
so that 91 per cent of the incident en,ergy would be absorbed. This is illustrated 
in Fig. 9-33. 

Rather than adding low-reflectance coatings, it is also possible to build up inter­
ference ruters directly on the surface, so that the transmission range of the filter 
and silicon can be adjusted over a considerable range without the mechanical 
complication of a separate filter. In many instances, however, the more difficult 
task of putting the ruter directly on the silicon may overshadow the advantages. 

Coatings can also be applied to silicon to increase the emissivity at long wave­
lengths.26,51,52 This is particularly useful for solar cells since such coatings will 
help reradiate the unconverted incident energy. The general requirements for such 
coatings are that they produce negligible loss in the region where transmission is 
desired and have high emissivity in the wavelength region corresponding to the 
blackbody radiation peak for the temperature at which the silicon is to be 
maintained. 

It is possible, for example, to bond a thin layer of glass to the front surface of 
the cell. The transmittance of the glass is good in the visible range, but becomes 
highly absorbent and thus highly emissive at longer wavelengths. By this tech­
nique the emissivity may be increased to about 0.8 in the 3- to15-micron region. 
From a practical standpoint, however, this coating is hard to apply because of the 
difficulty of matching glass-silicon expansion coefficients over a wide range. 

An alternate method that has been used is to vapor­
deposit a thick layer of silicon monoxide (which also 
has high emissivity at long wavelengths) and then 
apply a quarter-wave coating of magnesium fluoride 
on top of the SiO. A much more sophisticated approach 
that shows promise involves building a multilayer Fig. 9-33. Multiple reflec­

ruter which will meet the minimum reflection require- tions from a rough surface. 
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ment and will also have enough layers of SiO to raise the emissivity to a more 
desirable level. 

9-11. OPTICAL GRINDING AND POLISHING PROCEDURES 

Normal optical shop techniques used to grind and polish the fused silica are 
directly applicable to silicon. Roughing shapes from silicon can be accomplished 
using diamond wheel Blanchard grinders or curve generators at about the same 
rate as for fused silica. Diamond wheels are not necessary but the fabrication 
time of silicon optics (as well as fused-silica and soft glass optics) is substantially 
reduced by so doing. 

Because of the high thermal conductivity of silicon, higher polishing tool pres­
sures than normal are required to maintain proper surface temperature. The 
added pressure makes it more difficult to keep the shape of the polishing surface 
the same as the piece being polished. This in tum makes the polishing more time 
consuming so that to polish silicon to a good optical quality surface takes 30 to 50 
per cent longer than for an equivalent fused-silica surface. 

Polishing pitches such as coal tar and burgundy used with compounds such as 
barnsite, red rouge, cerox, and alumina are appropriate for silicon. For wafer 
polishing for device use, a combination of polishing cloth and low-thermal­
conductivity polishing compound such as zirconium oxide will provide an adequate 
finish. 
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Miscellaneous Physical Properties 

and Processes 

10 

For easy reference, many of the physical properties of silicon have been tabu­
lated in Table 10-1. Curves and additional data on various of the properties, some 
of which are discussed in greater detail in the text, appear in Figs. 10-1 to 10-7 and 
Tables 10-2 and 10-3. In addition, for those interested, a short section devoted to 
elastic constants is included. 

Table 10-1. Condensed Table of Physical Properties of Silicon 

Density1 .................................... 2.33 g/cc 
Hardness3.4 ................................. 7 Moh, 1,000 Vickers, 950-1,150 Knoop 
Elastic constants1 ............................ Cll: 1.6740 X 1012 dynes/cm2 

C12:0.6523 X 1012 dynes/cm2 
C44:0.7959 X 1012 dynes/cm2 

Temperature coefficients of elastic constants1. . .. Kell : - 75 X 10-6 rC 
Ke,2 : -24.5 X 1O-6rC 
Ke •• :-55.5 X 1O-6rC 

Young's modulus5 ........................... 1.9 X 1012 dynes/cm2, [Ill] direction 
Bulk modulus6 ........•.........••........... 7.7 X 1011 dynes/cm2 
Modulus of rupture (in bending) 2,5 ............ 700-3,500 kg/cm2* 
Breaking strength (in compression)2 ........... 4,900-5,600 kg/cm2 
Melting point7. . . . . . . . . . . . . . . . . . . . . . . . . . . . .. l4l2°C 
Boilingpoint7 ............................... 3l45°C 
Heat of fusion7 .............................. 12.1 kcal/mole 
Heat of vaporizationS ........................ 71 kcal!mole at boiling point 
Specific heat 9-11 ............................. 0.18 (18-lOO°C) cal/gOC, 0.219 above melting point 
Linear thermal coefficient ofexpansion12'13 ..... 2.33 X 1O-6rC, room temperaturet 
Thermal conductivity14-22 ................ , .... 0.3 cal/(sec)(cm)(°C) at 20·Ct 
Expansion on freezing23 . . . . . . . . . . . . . . . . . . . . .. 9% volume increase 
Surface tension 24. . . . . . . . . . . . . . . . . . . . . . . . . . .. 720 dynes/ cm (freezing point) 
Critical pressures. . . . . . . . . . . . . . . . . . . . . . . . . . .. 1,450 atm 
Critical temperature8 . . . . . . . . . . . . . . . . . . . . . . . .. 4920°C 

* See text for further discussion. 
t Refer to Fig. 10-5 for more complete data. 
tRefer to Figs. 10-6 and 10-7 for more complete data. 

213 
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r~~II~mlll Fig. 10-1. Ultimate tensile stress. (Sylwestro­
WiCZ. 25 ) 
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10-1 . ELASTIC CONSTANTS 

The elastic behavior of solids is usually described by Hooke's law which relates 
the amount of deformation to the applied force which produced it. The one­
dimensional Hooke's law for springs is the simplest example of this and is 
expressed as 

F=KX 

where F = applied force 
X = displacement of the end of the spring 
K = elastic constant of the spring 

(10-1) 

In the completely general case of forces applied to an anisotropic medium, the 
simple equation just discussed expands into a set of six equations with 36 elastic 
constants.2S,* These equations are: 

Tl = CllSl + C12S2 + C13S3 + C14S4 + C15S5 + C1SSS 

(10-2) 

Ts = C61S1 ................................. CSSS 6 

where Ti = applied stress 
Sj = strain 
Cij = elastic constants 

In matrix notation, Eq. (10-2) becomes 

CS1· ....... . C66 

* Superscript numbers indicate items listed in References at the end of the chapter. 

60 

40 
V 

/ Fig. 10-2. Fracture stress. (From Sylwestro­
Wicz. 25 ) 
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Table 10-2* 

A. Heat Capacity and Debye Temperature 

T,°K Debye Cp 

Temp, oK cal/mole deg 

2.5 0.0000271 
5 640 0.000219 

10 0.001845 
20 540 0.02265 
30 470 0.1149 
40 460 0.2957 
50 475 0.5272 
70 1.019 

100 575 1.739 
140 630 2.650 
200 640 3.735 
240 645 4.246 
300 640 4.796 

B. Heat Content HT - H298.16 

T,°K cal/mole 

400 515 
500 1060 
600 1640 
700 2230 
800 2830 
900 3440 

1000 4060 
1100 4690 
1200 5340 

Over this temperature range Cp = 5.79 + 0.56 X 1O-3T - 1.09 X 10-51 2 

C. Heat of Sublimation at 298°K 

107 kcal/mole 
140 kcal/mole 
146 kcal/mole 

• Compiled from R. E. Honig, Vapor Pressure Data for the Solid and Liquid 
Elements, RCA Rev., vol. 23, pp. 567-586, 1962; P. Flubacher, A. J. Leadbetter, 
and J. A. Morrison, The Heat Capacity of Pure Silicon and Germanium and Prop­
erties of Their Vibrational Frequency Spectra, Phil. Mag., ser. 8, vol. 4, pp. 273-
294, 1959; and K. K. Kelly, "Contributions to the Data on Theoretical Metallurgy," 
p. 476, Bureau of Mines Bulletin, 1949. 
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Fig. 10-3. Silicon stress-strain curves for vari­
ous temperatures. (Pearson, Read, and Feld­
man. 5) 

The need for six components of stress may be seen by visualizing a little cube 
acted on by the most general possible set of forces. These can all be expressed as 
a combination of the following: 

1. Three sets of compressive forces normal to the faces of the cube as illus­
trated in Fig. lO-8a. 

2. Three sets of couples acting parallel to the cube faces and tending to twist 
it. This is shown in Fig. 1O-8b. 

These six stresses then produce six components of strain. Three of these are 
simple compression or tension along each axis, and the other three are the angular 
displacement of line elements due to the couples T4, T5, and T6. 

The most general anisotropic solid requires 36 elastic constants, but if the mate­
rial has a high degree of symmetry and many of the c's are identical or zero, the 
number is radically reduced. For cubic crystals, there are only three independent 
constants. In the case of an isotropic solid, the number of constants reduces 
to two. 

The three constants for the cubic crystal are Cll, C12, and C44. For this case 
Eq. (10-3) becomes 

Cll C12 C12 0 0 0 
C12 Cll C12 0 0 0 
C12 C12 Cll 0 0 0 

(Tl,T2,T3,T4,T5,T6) = 0 0 0 C44 0 0 (Sl,S2,S3,S4,S5,S6) 
0 0 0 0 C44 0 
0 0 0 0 0 C44 (10-4) 

where T1, T2, and T3 are stresses applied in the direction of the crystallographic 
axes x,y, and z, respectively. 
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Sometimes, the stress-strain relationship is written as 

S1 = Sn T1 + S12T2 + S13T3 + S14T4 + S15T5 +S1STS 

(10-5) 

Ss = SS1 T1 . ............................... sssTs 

In this case Sij is referred to as a compliance coefficient. For the cubic case the c's 
and s's are related by 

Cn + C12 
Sll = -----='-----==--:--c-

(Cll - C12) (Cll + 2C12) 

-C12 
S 12 = -,----..,-,-=---:--c-

(Cll - C12)(Cll + 2C12) 

1 
S44=­

C44 
(10-6) 

Cij may be expressed in terms of Sij simply by interchanging the c's and s's of 

Table 10-3. Thermal Expansion of Silicon* 

T, OK a = 1. de X 106 
edT 

40 -0.05 
50 -0.20 
60 -0.41 
70 -0.59 
80 -0.77 
90 -0.51 

100 
llO 
120 
130 
140 

150 
160 
170 
180 
190 

200 
210 
220 
230 
240 

250 
260 
270 
280 
290 
300 

-0.31 
-0.15 
+0.01 
+0.16 
+0.31 

+0.47 
+0.65 
+0.84 
+1.05 
+1.28 

+ 1.49 
+1.67 
+1.83 
+1.97 
+2.07 

+2.16 
+2.22 
+2.27 
+2.30 
+2.31 
+2.33 

* From D. F. Gibbons, Thermal Expansion of 
Some Crystals with the Diamond Structure, Phys. 
Rev., vol. 103, pp. 569-571, 1956. 



218 Silicon Semiconductor Technology 

10 

10 

~ 10 
~ 
Cl. 

~ 10-
e 
> 

10 

I 

2 

3 

4 

5 

6 

7 

8 

9 

0 

101 I J 

J 

J 
J 

-/ 
1/ 

/ 
1/ 

/ 
/ 

/ 

/ 
/ 

I 
I 

I 
I 

I 

1000 1400 1800 2200 2600 3000 3400 

Temperature,OK 

Fig. 10-4. Silicon vapor pressure versus tem­
perature. (Honig. 7) 

Eq. (10-6).27 All the various elastic moduli are expressible in terms of these elas­
tic constants so that a determination of these constants will allow their calculation. 

Young's Modulus. If a tension or compression is applied in one direction only, 
and the sides of the body are free to expand or contract, then the applied stress 
equals Young's modulus times the strain, e.g., 

(10-7) 

where E is Young's modulus and depends on the direction of applied forces. 
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• See text for discussion 

Fig. 10-5. Thermal expansion coefficient versus temperature. (Compiled primarily from 
Refs. 12 and 13.) 

Poisson's Ratio. During the application of the simple tension or compression 
just described, the cross section of the body will either contract or expand. 
Poisson's ratio is the ratio of the amount of strain perpendicular to the applied 
stress to the amount of strain in the direction of the stress_ The ratio then depends 
not only on the direction of applied stress, but also on the direction of contraction 
desired. 

Modulus of Compression. If Tl = T2 = T3 and all other stresses equal zero, 
then the body is being subjected to hydrostatic pressure, and the relation between 
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the applied pressure P and the volume reduction 5 
is given by 

P=K5 (lO-8) 

where K is the modulus of compression. 
Shear Modulus or Modulus of Rigidity. If a single 

couple is acting on the body, then the angular displace­
ment times the shear modulus equals the torsional stress, 
e.g., 

(lO-9) 

EXAMPLE 10-1. Solve for Young's modulus for a silicon sin­
gle crystal with tension applied in the [010] direction. 

Since the only force applied is in the y direction, T 1, T 3, T 4, 

T5 , and Ts, are all zero. Equation (10-1), combined with the 
reduced number of c's required for the cubic case, becomes 

o = C1181 + C1282 + C128 3 

T2 = C1281 + C1182 + C128 3 

o = C1281 + C1282 + C1183 

0= C4484 

0= C4485 

0= C448S (10-10) 

Now, using determinants, solve for 82 . 

I C11 
0 C121 

C12 T2 C12 

82 = C12 0 C11 _ T 2 (C112 - C122) 

1 C11 
C12 C121 d 

C12 C11 C12 

C12 C12 C11 

(10-11) 

where d is the determinant in the denominator. 
Since Young's modulus is defined as stress/strain 

E[100] = d 
C112 - C122 

(10-12) 

Effect of Direction on Moduli. In case the applied stresses are not parallel to 
the crystallographic axes, a more general set of equations [rather than Eq. (lO-2)] 
must be used in order to solve for the various moduli in terms of the three elastic 
constants. There is little variation of Poisson's ratio with direction, and it will 
usually be just a little over 14. Young's modulus, however, is sensitive to direction. 

Fig. 10-8. The six components of stress. 
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Equation (10-13) gives the general expression for it in terms of the elastic con­
stants and the direction cosines of the applied force.27 

(10-13) 

where a, P, and yare the direction cosines. 
As a special case, it can be shown that as long as the stress direction lies in the 

(111) plane, Young's modulus and Poisson's ratio do not change. They are 
given by28 

4 
E(111) = -------

2s11 + 2S12 + S44 

( S44 ) 
(1(111) = ~ 5S12 + Sl1 - -2- E(111) (10-14) 

Most silicon devices are made from wafers cut parallel to (Ill) planes so that 
Eq. (10-14) is particularly useful in analyzing the stress induced in the wafers dur­
ing transistor fabrication. 

10-2. SOME TENSILE TESTING DEFINITIONS* 

Tensile testing is usually accomplished by clamping one end of a rod-shaped test 
specimen to a fixed point and the other to a movable "crosshead." The crosshead 
is then driven at a constant rate, Le., it applies a uniform strain per unit time to the 
sample. Simultaneously, the stress required to produce this uniform rate of strain 
is recorded so that a stress-strain curve such as that shown in Fig. 10-9 is obtained. 
Brittle materials are also often tested by "three-point loading" in which the test 
member is supported at each end on knife edges, and loading is applied in the middle 
of the sample. Failure of the sample occurs when the outer fiber, which is in ten­
sion, reaches its limit. Variations of this method include simple cantilever loading, 
and the rupture of uniformly loaded disks. "Ultimate tensile strength" is defined 
as the stress obtained by dividing the maximum load reached before breaking by 
the initial cross section. The "yield point" has been reached when appreciable 

* See for example, S. Timoshenko and G. H. MacCullough, "Elements of Strength of Mate­
rials," D. Van Nostrand Company, Inc., Princeton, 1949. 

Fig. 10-9. Stress-strain curve showing upper 
and lower yield points. 

Fracture 
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elongation occurs without additional stress being applied. If the yielding is 
accompanied by an abrupt decrease in stress, point A of Fig. 10-9 is the "upper 
yield point" and B is the "lower yield point." The upper yield point is often, and 
certainly in the case of silicon, dependent on subtle variations of the material, while 
the lower one is relatively constant for a given material. Thus when designing 
structural members, the lower yield point is of most concern. "Fracture stress" is 
found by dividing the load at time of fracture by the final cross section. The 
"elastic limit" is the highest stress to which the material may be subjected without 
permanent deformation. Mter plastic flow begins, the sample will begin to 
lengthen appreciably and reduce its cross section. "True stress" is obtained by 
dividing the load by the cross section in the neck of the sample. If the normal 
stress-strain curve is converted to true stress-strain, then the new curve will show 
the effects of strain hardening. 

10-3. PLASTIC FLOW 

During World War II it was observed in Germany that if silicon were heated red 
hot and hit with a hammer, there would be some plastic flow before shattering.29 
In 1951 more elaborate experiments were performed,30,31 and showed that silicon 
heated above approximately 800°C showed plastic flow and would also work 
harden as it flowed. The plastic deformation occurs by slip between (111) planes 
in a [110] direction.5 Figure 10-10 shows the shapes of some silicon cylinders 
after pressing and nicely illustrates the effect of slip in the [110] direction.32 Later 
experiments have shown that appreciable plastic deformation starts at about 600°C. 
Below this temperature there is little plastic flow, so usually the silicon deflects 
elastically until fracture stress is reached. That plastic flow would be difficult to 
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Fig. 10-10. Effect of orientation on single-crystal­
silicon pressing characteristics. 
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observe at lower temperatures is not unexpected since stress concentrations usually 
cause failure long before the main body of the silicon is close to the breaking 
stress. Room-temperature flow can be observed, however, during microhardness 
measurements and occasionally during scribing. 

The fact that silicon can be stressed to the fracture point without appreciable 
plastic flow or creep makes it a good material for piezoresistive transducer ele­
ments since it can operate over wide ranges of stress without fear of shift in the 
zero point due to stress relief. Even though negligible plastic flow occurs at low 
temperatures, it is quite possible to damage silicon so that if its temperature is sub­
sequently raised, the stored elastic energy can cause plastic flow. By this mecha­
nism very small surface damage may, during diffusion, for example, propagate slip 
quite deeply into the crysta1.33 Plastic flow caused by excessive stress from ther­
mal shock is responsible for the familiar star pattern of dislocations seen in 
improperly annealed silicon crystals.34 

In the range from -196 to 600°C the fracture stress is independent of tempera­
ture. Above 600°C it appears to increase with increasing temperature (Fig. 10-2). 
This is contrary to expectations if it is assumed that throughout the range fracture 
stress should be proportional to the shear modulus. Since the fracture stress 
is always considerably below theoretical estimation, it is likely that increased tem­
peratures reduce the possibility of localized, excessive stress concentration occur­
ring. Ultimate strength however, decreases with temperature and is shown in Fig. 
10-1. The original number of dislocations appears to have little effect on the 
lower yield point and on fracture stress, presumably because the very early stages 
of deformation introduce far more new dislocations than were there originally. 
Oxygen in the crystal in excess of about 1015 atoms/cm3 does not appear to affect 
the ultimate strength, but does cause an upper yield point in the temperature 
ranges from 600 to 1100°C and above 1300°C.25 The initial number of disloca­
tions (Fig. 10-11), as well as the rate of strain, changes the upper yield point 
considerably. 35 

10-4. DISTRIBUTION OF BREAKING STRENGTHS 

Since silicon is a brittle material at room temperature, breaking strength meas­
urements have in general been made by methods developed for use in ceramics. 
The most common of these is the standard three-point beam loading technique,36 
though by using jaws carefully designed to minimize shear forces, standard tensile­
testing machines can be used.25,35 A somewhat simpler system, but one which is 
subject to larger errors primarily because of clamping difficulties, involves end 
loading of a cantilever beam. Another method reported, but not particularly rec­
ommended, is to uniformly load a thin disk of silicon until it ruptures.2 The com­
bined results of these measurements show three separate ranges of breaking 
strengths. 

At the low end of the scale, large samples with relatively little surface prepara­
tion other than sawing and perhaps a light etch give values in the range of 10,000 
to 20,000 psi. If relatively small samples (0.25-in. by 0.025-in. cross section) are 
prepared with etched surfaces, then the middle range of from 25,000 to 60,000 psi, 
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with a distribution of breaking strengths such as is shown in Fig. 10-12, is observed. 
It should be understood that these curves are only approximate and are based on 
a small number of samples, but they can be used to estimate breaking strength 
ranges to be expected for different surface preparations. Small silicon whiskers, 
which should be expected to have a surface free of cracks and chips have breaking 
strengths in excess of 200,000 psi (2 X 1010 dynes/cm2). 

Investigators making single-crystal-silicon strain gauges have found similar 
breaking strengths on samples of conventionally grown material etched to thick­
nesses of a few mils. Measurements of polycrystalline samples in the intermediate 
size range have in general given somewhat lower breaking strengths than single 
crystals, but this is apparently due to the greater difficulty of obtaining a surface 
free from grooves and pits that could produce stress concentrations.2 

10-5. IMPACT TESTING 

A series of samples, consisting of single-crystal and grown polycrystalline mate­
rial was subjected to a standard Izod test. In this test a O/S-in. by %-in. by 2o/s-in. 
long sample is clamped between jaws of a vise so that I YS-in. of the sample extends 
above the jaws. A pendulum mounted hammer then strikes the sample I in. from 
the vise jaws. This gives a cantilevered specimen length of I in. Typical breaking 
energies for both single-crystal and grown polycrystalline material are between 
0.08 and 0.09 ft-Ib. 37 
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Fig. 10-12. Distribution of breaking 
strength of silicon; large samples, 
three-point loading. The low values 
reflect difficulty in obtaining smooth 
surfaces. These values are however 
to be expected from the types of sur­
face preparation that a transistor 
wafer, for example, might receive. 
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Microhardness measurements (Vickers and Knoop) can be made on silicon and 
silicon-germanium alloys by using a very low force (few grams) on the diamond 
point. The use of greater force on test fixtures with blunt indenters (such as 
Brinell or Rockwell) produces large-scale sample fracture. The relative hardness 
in different crystallographic directions has been investigated both by the Knoop 
indenter and by measuring the amount of abrasion from the rims of rotating sili­
con disks. The results of some of these measurements are shown in Tables 10-4 
and 10-5.4 Increasing temperature, infrared radiation, and current flow through 
the sample all tend to reduce the hardness. The effects of temperature and current 
are illustrated by the data of Table 10-6.38 Under a strong source of near infrared 
the apparent hardness may be reduced by 20 to 50 per cent,39 

10-7. THERMAL EXPANSION COEFFICIENT 

The solid curve of Fig. 10-5 is a composite constructed from published data.12,13 

In addition, the dotted lines show some sparse data indicating that impurity con-

Table 10-4. Effect of Crystal Orientation on Hardness (Knoop Indenter, 
100-g load) * 

Face Average 
Range (depending on direction 

oflong axis of indenter) 

(111) 948 935-970 
(110) 964 940-980 
(100) 964 950-980 

* From A. A. Giardini, A Study of the Directional Hardness in Silicon, Am. 
Mineralogist, vol. 43, pp. 957-969, 1958. 



226 Silicon Semiconductor Technology 

Table 10-5. Effect of Grinding Direction on Comparative 
Hardness* 

Grinding on In the direction Comparative 
plane toward hardness 

(101) (001) 2 
(001) (101) 1.95 
(112) (101) 1.55 
(101) (112) 1.50 
(001) (lll) 1.50 
(111) (001) 1.5 
(101) (lll) 1.2 
(lll) (101) 1.05 

• From A. A. Giardini, A Study of the Directional Hardness in 
Silicon, Am. Mineralogist, vol. 43, pp. 957-964, 1958. 

centration may appreciably affect a. The upper curve is for 6 to 10 ohm-em 
arsenic-doped material; the bottom one is for 0.01 ohm-em antimony-doped 
material. 

Thermal Shock. Failure by thermal shock occurs when nonuniform tempera­
tures through the body causes nonuniform expansion or contraction which, in turn, 
results in localized stresses that exceed the breaking strength of the material. Thus, 
if a material were relatively weak but still had a negligible coefficient of expansion, 
it would have good shock resistance. A high thermal conductivity minimizes 
thermal gradients and enhances shock resistance. High breaking strength or the 
ability to flow plastically likewise reduces thermal-shock breakage. 

All these factors have been combined into two "resistance factors" or figures of 
merit R and R' defined as follows: 

where S = breaking stress 
0" = Poisson's ratio 

R = SCI - 0") 
aE 

R' = SCI - O")k 
aE 

a = thermal expansion coefficient 
E = Young's modulus 
k = thermal conductivity4o 

The requirements for two factors may be visualized by considering two sets of 
circumstances. If the heat transfer coefficient is low, then a high thermal conduc­
tivity would minimize thermal gradients. Conversely, if the heat transfer mecha­
nism were very good, then thermal conductivity of the sample would become 
relatively unimportant. The correct choice of a breaking strength number is diffi­
cult. Some have even gone so far as to derive shock resistance parameters based 
on the expected statistical behavior of breaking measurements.41 

There have been numerous tests devised for measuring thermal-shock resistance 
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Table 10-6. Effect of Temperature and Current Flow on Hard­
ness (Knoop Indenter, 10-g load) * 

Temperature, °C 
Hardness without Hardness with 

current flow current flow 

-196 764 479 
25 675 545 

200 575 575 

• From J. H. Westbrook and J. J. Gilman, An Electrochemical 
Effect in Semiconductors, J. Appl. Phys., vol. 33, pp. 2360-2369, 
1962. 

of brittle materials, i.e., those which have negligible plastic flow before rupture, but 
they are all dependent on geometry and usually fall into two categories. One is 
designed to give values of Rand R' independent of the individual measurements 
and would thus use simple shapes in order not to unduly complicate calculations. 
The other is strictly a comparative test and may use any desired shape. A fairly 
common version of this is to use a single thermal-shock cycle of increasing severity 
until fracture occurs. In this sort of test, tiny fractures may occur which materially 

. weaken the sample but may be hardly detectable visually. Probably the best way 
to detect such cracks is to load the sample to something less than its usual break­
ing stress after each cycle. 

A test such as this was performed on silicon bars approximately 1 cm by 1 em 
by 4 cm long. They fracture after quenching in ice water from 350°C but not 
from 300° C. Tests performed on single-crystal, grown polycrystalline, and cast 
silicon gave similar results. Since no differences in any of the parameters affecting 
Rand R' have been observed, this is not surprising. 

Calculation of Thermally Induced Stresses. Thermal stress may be caused 
either by externally constraining the body so that it cannot expand or contract 
with temperature changes, or by unequal temperatures within the body which in 
turn causes it to expand or contract unevenly. 

In order to compute such stresses, first determine how much the various dimen­
sions would normally change over the desired temperature range, then calculate 
how much force is required to return them to their constrained value. The total 
amount of linear deformation I) due to temperature change is given by 

I) = aLflT 

where a = linear thermal expansion coefficient 
L = length of body 

flT = temperature change 
From this, the strain S (deformation per unit length) is given by 

S = a flT 

(10-15) 

(10-16) 

EXAMPLE 10-2. Suppose a silicon bar oflength L cut with the long dimension in the [llI] 
direction is clamped at room temperature as shown in Fig. 10-13. Assume that there is no 
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L deformation of the clamp and that it is made of sintered alu­
minum oxide. Further assume that no flexing of the silicon 
bar occurs. What is the stress on the bar when the tempera­
ture of the whole assembly is raised to 425 ° C? 

l. Refer to Fig. 10-5 and estimate the average thermal 
expansion coefficient of silicon over the 25 to 400°C 
range. Call it as. 

2. Refer to a ceramics handbook and determine the same 
thing for aluminum oxide. Call it aa. 

Fig. 10-13. Silicon bar con­
strained by aluminum oxide 
clamp. Since the aluminum oxide block does expand also, the total 
amount of silicon deformation will be given by 

(l0-17) 

or the strain will be 

(10-18) 

Now, from the definition of Young's modulus, the stress required to produce that amount of 
strain is just Young's modulus times S111 and is independent of the length L. 

E111 may be calculated from Eq. (10-13) or obtained from Table 10-1. In 
making computations involving stresses caused by uneven heating or cooling, one 
of the major problems is determining the thermal gradient within the sample. This 
will depend not only on the geometry of the sample but also on the method of heat 
removal or addition. Also, the expansion coefficient, thermal conductivity, and 
specific heat all vary with temperature so that normally only qualitative results are 
obtained. * 

10-8. THERMAL CONDUCTIVITY 

There have been a number of measurements made in the temperature range 
from a few degrees Kelvin to the melting point. At the low-temperature end 
agreement is rather poor and is attributed to variations in sample size (boundary 
scattering) and scattering from impurities and other defects. Above 1000 0 K there 
are some data that indicate no further decrease in conductivity and other that show 
a continuous decrease until the melting point is reached. These data are all shown 
in Fig. 1O-6a and h. Most of the thermal conductivity contribution comes from 
the lattice, even at elevated temperatures. The other important mechanism is 
electronic thermal conductivity, most of which comes from thermally generated 
hole-electron pairs. Table 10-7 gives the calculated Kelectronic for several tempera­
tures. Because this effect is small, the added carriers produced by heavy doping 
would be expected to contribute little to the overall thermal conductivity. In fact, 
their effect is apparently to reduce the lattice conductivity considerably more than 
the electronic portion is increased. Figure 10-7 is a curve which indicates this 
reduction·t 

* For the more complicated and, unfortunately, more useful configurations, the reader is 
referred to standard texts on strength of materials. 

t This decrease is probably quite dependent on the amount of strain introduced by the particu­
lar impurity used. 
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10-9. SURFACE ENERGy42 

The surface energy of silicon has been determined by cleavage techniques for 
{Ill} planes. From this and the bond density, values for the {100} and {l1O} 
planes are calculated. Preferred numbers are: 

Plane Energy, ergs/cm2 

{lll} 1,230 
{llO} 1,510 
{laO} 2,130 

The Si-Si bond strength is calculated to be approximately 45.5 kcal/mole. 

10-10. HOT FORMING 

With the advent of silicon infrared optics, which require thin-walled domes, and 
silicon solar cells, which require very thin sheets, there has been considerable 
impetus to develop hot-working techniques. Two approaches have been used. In 
the older of the two, and the one directed toward dome applications, the silicon 
was formed directly in suitable dies. 32 A later innovation, used primarily for the 
rolling of thin sheets, involved encasing the silicon in a refractory metal and then 
using standard hot rolling equipment and techniques.43 In the first method both 
the ingot to be formed and the dies are heated in an inert atmosphere to the 
required temperature. This requires that the dies have the necessary strength at 
elevated temperature and that they not seriously react with the silicon at those 
temperatures. The recommended die material is graphite and the temperature 
should be above 1250°C. The pressure required will, of course, depend on the 
radius and thickness, but, typically, with an arrangement as shown in Fig. 10-14, 
a total force of 5,000 to 10,000 lb will be required to produce a 2-in. radius 
full hemisphere. 

Figure 10-15 shows two hemispherical domes of wall thickness in the order of 
0.1 in. and radius of 2 in. that were formed from plates of comparable thickness. 
Curved sections of larger radius and greater thickness are also feasible and have 
been made. 

In some of the early stages of development it was hoped that an ingot could be 

Table 10-7. The Theoretical Electronic Thermal Conductivity for 
Several Temperatures· 

T,°K ohm-em k., watts/cm-deg 

800 0.25 0.0014 
1000 0.045 0.0065 
1200 0.013 0.017 
1400 0.006 0.035 
1600 0.003 0.058 
1681 0.0026 0.068 

* From C. J. Glassbrenner and G. A. Slack, Thermal Conductivity 
of Silicon and Germanium from 3°K to the Melting Point, Phys. 
Rev., vol. 134, pp. AI058-AI069, 1964. 
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Fig. 10-14. Silicon hot press. 

hot formed into flats and then to domes, but the pressures involved were too large 
to be practical; for example, 20,000 psi only caused a 66 per cent reduction of 
V2-in.-long by Ys-in.-diameter slugs. In the second procedure the silicon is pro­
tected by a molybdenum sheath and is then rolled or extruded in a standard man­
ner. The goal of this approach is to obtain large thin sheets of polycrystalline 
silicon which can then be fabricated into devices (in particular, solar cells). 

Fig. 10-1 S. Hot-formed 4-in.-diameter silicon domes. 
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Sheets of several square inches area have been made this way, but thus far the poor 
quality of material has prevented its use in device fabrication. 

Deformation occurs by slip between (111) planes and results in areas of high 
dislocation densities. In the case of the rolling experiments just mentioned, it is 
presumably an excess of these dislocations which makes etching of the surface 
erratic and gives high reverse currents and low lifetimes in diodes made from such 
material. 

Sintering. 225-mesh silicon has been compacted to about 20 per cent porosity 
by applying 20,000 psi at a temperature of 1300°C.2 Gaule, Braslin, and Pastore 
have used relatively low pressures, coupled with heating from an r-f coil to com­
pact silicon chunks up to several millimeters in diameter and confined in a fused 
quartz tube into rods suitable for float zoning.44 

10-11. SAWING AND LAPPING* 

Diamond-impregnated wheels are usually used for slicing silicon, and while there 
seems to have been no comprehensive study made of the cutting characteristics 
versus grit size, peripheral speed, feed speed, etc., some general observations can 
be made. Excessive feed speeds cause the slices to be cut dish-shaped on an liD 
saw and wedge-shaped on a normal saw. Some data illustrating this effect are 
shown in Fig. 10-16. The blade peripheral speed is not particularly critical, but 
should be in the range of 3,000 to 4,500 ft/min for best results. 

* For a short discussion of polishing procedures, refer to Sec. 9-11. 

L I-in.- diameter slice 

Direction of fI\\\\\)) \ 1 
saw travel - ~ 

B 

Dia meter of blade hole: 3 in. 

Speed of rotation: 3,800 rpm 

Feed speed, 
A, mils B, mils 

in·lmin 

0.5 ~0.2 ~O.l 

1.5 ~0.2 ~O.l 

2.5 ~0.2 ~O.l 

3.5 0.3-0.4 ~O.l 

5.0 0.7 ~0.2 

6.0 0.9 ~O.4 

Fig. 10-16. Amount of cupping produced during slicing for I/O saw. (J. B. Sherer, unpub­
lished work. ) 
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Fig. 10-17. Silicon crystal cut in corkscrew 
fashion by a wire saw. 

Reciprocating saws, using either smooth steel blades and an abrasive slurry or 
blades plated with diamonds, are sometimes used in special applications. Cutting 
speed per blade is much slower, but up to several hundred blades per saw can be 
used. The use of wires, both as belts and as reciprocating elements, has been 
examined, but excessive wear leads to very short wire life. Figure 10-17 shows a 
wire cut through a 1.3-in.-diameter silicon crystal that would have been difficult to 
achieve with any other equipment. Band saws with diamond-plated blades are 
occasionally used for rough cutting, but seldom for precision work. Silicon can 
also be electrolytically shaped, but control problems have made it difficult to cut 
uniform thickness slices.45 
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'" 
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.& 0.006 1,800 grit 
'" ::;; 4.0 Ib (1) 
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0.002 
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Fig. 10-18. Curves for lapping plate weight versus material removed using planetary lap 
with four 1-in.-diameter slices per block. (J. B. Sherer, unpublished work.) 
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Lapping may be done either free, i.e., the slice "floats" between two lapping 
plates, or from one side only. Since bowed slices will usually be somewhat 
straightened when fastened to a block for single-side lapping, after lapping and 
release, they will still be bowed. This is a major disadvantage of such lapping, but 
the use of diamond stops on the blocks allows thickness to be controlled more 
easily than on free lapping. The lapping rate increases with both an increase in 
weight on the slice and with grit size. This is shown in Fig. 10-18. Results com­
parable to lapping can be obtained from various diamond grinders. One of the 
more successful is the Blanchard grinder widely used in the optical industry. 

Damage. When slices are cut or lapped there is usually considerable damage 
introduced into the slice. After any of these cutting or lapping processes the sur­
face is left under tension as has been verified both by observing the direction 
of bending after lapping one side of a polished slice (or polishing one side of 
a lapped slice) and by birefringence measurements.46- 48,* Minimum damage depth 
seems to be comparable to the lapping compound diameter, but it may be as great 
as several mils. The character of the damage seems to range from dislocations in 
the case of very light abrasion to a combination of cracks and dislocations for 
heavy abrasions.49 
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Metallurgy 

11-1. REVIEW OF BINARY PHASE SYSTEMSl,* 

Isomorphous. The simplest system is binary isomorphous and occurs when the 
two metals are mutually soluble in all proportions, both as a liquid and as a solid. 
For such cases, the solution must be substitutional, and both components must 
have the same crystal structure and similar lattice spacings, otherwise a phase 
change would occur as one element is progressively replaced by the other. Figure 
11-1 shows the phase diagram of such a system. 

If the melt is initially of composition X, it will remain fixed until the liquidus 
line is reached. At the point (T1X), material of composition Y will begin freez­
ing. t Similarly, if a solid of composition X is heated, nothing will happen until the 
solidus curve is reached, at which time melting starts. The liquid would then have 
an initial composition Z. The isothermal line between the liquidus and solidus 

A 

* Superscript numbers indicate items listed in References at the end of the chapter. 
tThus, (100 - Y)/(IOO - X) is the ratio of impurity concentration in the solid to that in the 

melt and is the familiar segregation coefficient. It should be further observed that the liquidus 
and solidus lines are curved and would thus imply a segregation coefficient dependent on con­
centration. Over the very small range of interest in doping, however, the two curves are quite 
straight. 

Fig. 11-1. Isomorphous system phase diagram. 

B 
Composition 

236 
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Fig. 11-2. Eutectic system phase diagram. 

a+{3 

A Composition 

curve is called a tie line and joins the composition points of the two phases that 
can coexist at a given temperature and pressure. The silicon-germanium system 
is an example of this type (Fig. 11-24). 

When the temperature is T l , a solid of composition Y is crystallizing, but 
as soon as the temperature drops to T2 , a new composition is in equilibrium with 
the melt. A solid of uniform composition can be realized only by the diffusion of 
more of component A into the previously crystallized solid. Thus, if freezing takes 
place too rapidly for diffusion to occur, the composition will vary throughout the 
solid, and coring will usually occur. 

Eutectic. The somewhat more complicated binary eutectic system is illustrated 
in Fig. 11-2. The silicon-aluminum system (Fig. 11-12) has this type behavior. 
In this system, the addition of either component to the other lowers the melting 
point. Thus, the liquidus line has a minimum which is called the eutectic point. 
There are two terminal solid phases, a and /3, rather than only one as in the binary 
isomorphous system; and the liquid composition at the eutectic point is the only 
composition that can simultaneously be in equilibrium with both solids. When a 
eutectic alloy is cooled through the eutectic temperature, the liquid freezes isother­
mally, and apparently the two phases deposit simultaneously. 

When liquid of composition different from the eutectic is cooled, for example, 
Xl of Fig. 11-3, metal of composition al first freezes. Then as the temperature 
is dropped further, the composition changes to a2 to a3 and the liquid composition 
changes from Ll to L2 to L3 until finally the liquid composition reaches the eutec­
tic composition. At that point, the remainder of the liquid freezes isothermally to 
produce a solid mixture of a + /3. 

Alloys of composition different from the eutectic are called "hypoeutectic" or 
"hypereutectic" alloys, depending on which side of the eutectic point they occur. 
Normally, hypoeutectic denotes the alloy richer in the more common metal. 

The composition range of the terminal solid solution may be so narrow that it 
cannot be seen on a normal diagram as being any different from the pure metal. 
For this case the diagram degenerates into one such as Fig. 11-4a. An example of 
this is the gold-silicon system of Fig. 11-25. There are many systems in which the 
eutectic composition occurs extremely close to one of the components. This will 
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A Xl 
Composition 

L 

0+(3 

B 

Fig. 11-3. Temperature versus composition for the 
eutectic system. 

look like Fig. 11-4b. In the event that the solubility of A in B is very small, then 
the range of B might also be very narrow so that the diagram further reduces to 
Fig. 11-4c. (See, for example, the antimony-silicon diagram in Fig. 11-13.) 

Eutectoid. If, instead of the liquid phase shown in Fig. 11-2, there is another 
solid phase a, and then some sort of transition from the third solid phase to the 
liquid, the reaction involving the three solid phases is called a eutectoid reaction. 
This is illustrated in Fig. 11-5. 

Monotectic. In this reaction, one liquid phase decomposes with decreasing 
temperature into a solid phase and a new liquid phase. This is shown in Fig. 11-6. 
For temperatures above the critical point, the liquid phases L1 and L2 are indis­
tinguishable. However, below that they are immiscible, so that if the composition 
is between X and Y, the two liquids will both be present. The two may be layered 
or intimately mixed, such as in emulsion. If the terminal solubility is very small, 
then as a limiting case the monotectic system becomes that shown in Fig. 11-7. 

The bismuth-silicon system (Fig. 11-16) is monotectic and is intermediate 
between those of Figs. 11-6 and 11-7. The monotectic system is of interest because 
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Fig. 11-4. The effect of terminal solid solution range on eutectic phase diagram. 
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Fig. 11-5. Eutectoid phase diagram. 

A Composition B 

it suggests the possibility of floating molten silicon on a pool of higher-density 
liquid in order to allow crystal growing2 or casting with a minimum of container 
restraint. 

Syntectic. This system is shown in Fig. 11-8. The complete diagram is not 
drawn because it could be terminated by any of several other systems, none 
of which would affect the behavior in the region shown. It differs from the pre­
viously described monotectic system in that at the syntectic composition, the two 
immiscible liquids transform into a solid phase only, rather than into a solid phase 
and another liquid phase. This system is rare and not known to occur in any of 
the silicon alloys. 

Peritectic. In the peritectic reaction, a solid phase decomposes into a liquid 
phase and a new solid phase as the temperature is increased. A phase diagram 
illustrating this is shown in Fig. 11-9. If the liquid has a composition Y, corre­
sponding to the peritectic point P, then as the temperature is decreased from T y to 
Tp , solid phase ex will freeze. At temperature Tp , the liquid and ex react to form 
the f3 phase. If the composition were X, rather than Y, then the transformation at 
temperature Tp would not require all of the ex phase so that both ex and f3 would be 
present in the final solid. The f3 phase forms at the interface between the liquid 
and the ex phase and in general reduces the diffusion and greatly slows down the 

Critical point 

Fig. 11-6. Monotectic phase diagram. 
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Fig. 11-8. Syntectic phase diagram. 

Fig. 11-9. Peritectic phase diagram. 

Fig. 11-10. Peritectic system with narrow ter­
minal and f3 phases. 
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a + liquid ~ f3 reaction. For this reason the departure from equilibrium in the 
natural freezing of peritectic alloys is normally very large. 

When the solid solubility range of the f3 phase becomes very narrow, it will 
appear on the phase diagram as a single line. Likewise, the terminal phase may 
become quite narrow so that instead of Fig. 11-9 the phase diagram may appear 
as Fig. 11-10. This combination is more appropriate for silicon than Fig. 11-9. 
(See, for example, Fig. 11-49 which is the diagram for SiZr.) 

Peritectoid. In this system (which is analogous to the eutectoid system shown 
in Fig. 11-11) the f3 phase transforms at the peritectoid composition in an a + y 

solid phase. An example of this is to be found in the manganese-silicon system of 
Fig. 11-31 in the vicinity of 20 atomic per cent manganese. 

Congruent Transformations. If a phase changes directly into another phase 
without any alteration in composition, then the phase change is congruent. For 
example, if a congruent component melts, the liquid has the same composition as 
the solid phase. This is in contrast to, e.g., the peritectic system just described, 
where raising the temperature of the f3 phase gives a liquid and another solid 
phase. Solid phases which exhibit congruent transformations are often found in 
binary systems and are usually considered to be intermetallic compounds. (An 
example of this is Mg2Si of Fig. 11-30.) When such a congruent phase occurs it 
effectively isolates the systems on each side of it. Thus, in the case of the Mg-Si 
system, the Mg2Si splits the diagram into two parts, each of which is simple eutec­
tic. In the case of more complex systems such as manganese-silicon (Fig. 11-31) 
there are many congruent phases so that one diagram may contain several of the 
systems such as have been described. 

11-2. PHASE DIAGRAMS2-6 

Figures 11-12 to 11-49 are a collection of silicon phase diagrams. 

11-3. LIMITS OF SOLUBILlTy7 

Because the limits of solubility of many of the elements of interest in silicon are 
so small, little such information can be read from standard phase diagrams because 
of the scale normally used. Figure 11-50 shows on a greatly expanded scale the 
composition of the terminal solid solution for several metals in silicon. 

Fig. 11-11. Peritectoid phase diagram. '" 
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Fig. 11-12. Aluminum-silicon phase diagram. (From "Constitution of Binary Alloys" by 
Max Hansen. Copyright, 1958. McGraw-Hill Book Company. Used by permission.) 

11-4. SEGREGATION COEFFICIENTs 

It was mentioned earlier that the segregation coefficient for Ge in Si could be 
read from the silicon-germanium phase diagram. In principle the segregation for 
any other element can also be obtained from the appropriate phase diagram. Thus, 
in Fig. 11-51, which shows a portion of a silicon phase diagram on expanded scale, 
k = BCjAC. But since the terminal phase is so narrow, BC cannot be seen 
in most phase diagrams. However, the solubility curves of Fig. 11-50 are really 
plots of the boundary of the silicon terminal phase boundary, so that by reading 
A C from the phase diagram, and BC from the solubility curves, k can still be 
determined. 
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EXAMPLE 11-1. Find k for gallium in silicon: 

1. Assume terminal solidus curve linear from 1400° to melting point (assume 1410°). 
2. Determine BC from Fig. 11-50 as 7 X 1018 atoms/cm3 . 

3. Examination of the silicon-gallium phase diagram of Fig. 11-23 shows that because 
of the scale, AC for a temperature 10 to 20° from the melting point could not 
be read, and further, that because of differences in determining the silicon melting 
point, that particular curve does not even extend to 1400°, where BC was read. 
Accordingly, consider that the liquidus curve is linear to 1200°C. Then determine 
A C for that temperature. This gives 50 atomic per cent. By similar triangles (see 
Fig. 11-52) an A C for a temperature of 10° below the melting point can be deter­
mined by AC_10 = 10/196 X 50 atomic per cent = 2.5 atomic per cent. 

4. Since these units are in atomic per cent, and those for BC as read from the solubility 
chart are impurities per cubic centimeter, convert from atomic per cent to atoms per 
cubic centimeter. There are 5 X 1022 silicon atoms/cm3 (from Chap. 6), so 2.5 
atomic per cent = 5 X 1022 X 0.025 = 1.25 X 1021 atoms/cm3. 

5. k = BC/AC = (7 X 1018)/(1.25 X 1021) = 5.6 X 10-3 which compares favorably 
with the value of 8 X 10-3 given in Table 6-1. 
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Fig. 11-19. Cerium-silicon phase diagram. (From "Constitution of Binary Alloys" by Max 
Hansen. Copyright, 1958. McGraw-Hill Book Company. Used by permission.) 

11-5. SILICON-GERMANIUM ALLOYS 

Since silicon and germanium are miscible in all proportions, it is possible in 
principle to form a whole series of alloys of varying composition that have band 
gaps covering the range between the two elements and which would be useful for 
a variety of other studies. In practice, however, it is difficult by conventional 
means to form the alloys, probably because low diffusion coefficients prevent equi­
librium conditions from being met in reasonable times. Codepositing the silicon 
and germanium from the vapor phase apparently obviates the need for a diffusion 
to produce equilibrium and allows a straightforward method of producing compo­
sition alloYS.9,lO 
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11-6. SOLUBILITIES AND FORMATION OF PRECIPITATES 

Most elements have a maximum solubility in silicon in the temperature region 
of from about 1200 to 1300°C. Because of this, if a high concentration of impu­
rity is introduced at elevated temperatures, e.g_, by diffusion, or during crystal 
growing, it is possible for a second phase to precipitate during cooling.H In order 
for this to occur, the cooling must be slow enough or the diffusion rate of the 
impurity high enough to allow coagulation. In most instances the diffusion rate 
is quite low at temperatures below 900°C, so any reasonable cooling rate will pre­
clude precipitation. On the other hand, some of the faster diffusers, such as copper 
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and gold, have high diffusion coefficients at much lower temperatures, so that it is 
possible to cool at rates of a few degrees per minute and cause much of the copper 
or gold to precipitate. Most of the fast diffusers are "lifetime killers" when dis­
tributed through the lattice. They also usually have a very low solubility at low 
temperatures so that slow cooling to allow them to precipitate as separate phases 
will reduce lifetime degradation. 

The following discussions summarize the behavior of several of the more com­
mon elements. 

Aluminum. Crystals heavily doped with aluminum, which also contain oxygen, 
often have precipitates which are apparently caused by the aluminum combining 
with the oxygen to form alumina.12 
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Fig. 11-26. Indium-silicon phase diagram. 
(From "Constitution of Binary Alloys" by 
Max Hansen. Copyright, 1958. McGraw­
Hill Book Company. Used by permission.) 
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Grace & Co. final technical summary report, 
contract DA 36-039-SC 85242, September, 
1960. Used with permission.) 
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Antimony. Antimony precipitates have been observed in heavily doped crys­
tals grown from the melt when the antimony concentration in the crystal approached 
1019 atoms/ cm3 (as determined by resistivity measurements) .13 

Carbon. The solubility of carbon in silicon increases with temperature and very 
near the melting point is about 1018 atoms/cm3 .14 Crystals saturated at a high 
temperature and then cooled usually show carbon precipitation quite independent 
of the cooling rates. The precipitates are beta silicon carbide and apparently are 
formed during the diffusion. It is also observed that some crystals as grown are 
saturated with carbon,14,15 and while there are many possible sources (e.g., hydro­
carbons in the hydrogen used in manufacture, hydrocarbons in the inert gas used 

Fig. 11-29. Lithium-silicon phase diagram. 
(After Thurmond, in "Solubility of Lithium in 
Doped and Un-doped Silicon: Evidence for 
Compound Formation," by H. Reiss, C. S. 
Fuller, and A. 1. Pietruskiewicz, 1. Chem. 
Phys., vol. 25, pp. 650-655, 1956. Used by 
permission. ) 
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for growing, and transport of carbon from crucible to the silicon melt), the pre­
sumed low segregation coefficient of carbon in silicon makes it difficult to under­
stand how incorporation occurs. 

Copper,16 In intrinsic silicon most of the dissolved copper is interstitial and 
singly charged with the ratio of substitutional to interstitial solubility being about 
10-4 at 700°C. Because of the electronic interaction between copper and any shal­
low donors or acceptors which may be present, the solubilities will be different in 
extrinsic material.* For p-type, the interstitial solubility (the substitutional values 

* For a comprehensive survey of such effects the reader is referred to Howard Reiss, 
C. S. Fuller, and F. J. Morin, Chemical Interaction among Defects in Ge and Si, Bell System 
Tech J., vol. 35, pp. 535-636, 1956, and W. Shockley and J. L. Moll, Solubility of Flaws in 
Heavily Doped Semiconductors, Phys. Rev., vol. 119, pp. 1480-1483, 1960. 
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are depressed) is given by 

For n-type, 

0= CiiL 
ni 

n' (n )3* COOtaJ = C i i-2.. + Cisub -
n ni 

Cii = 6 X 1015 atoms/cm.3 

Cii = 7 X 1014 atoms/cm3 

where the subscript i refers to intrinsic, the superscript i to 
interstitial, and ni is defined in Eq. (8-2). From these 
equations it can be seen that the total solubility increases 
monotonically for p-type material as the doping level 
increases, but that for n-doping, a decrease will first be 
observed as the interstitial solubility is depressed, and then 
as the substitutional contribution becomes appreciable, 
additional increases in doping cause rapid increases in solu-

* The third power is involved because substitutional copper is 
a triple acceptor. 
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bility. At 700°C the minimum occurs at slightly less than 1019 donor atoms/cm3• 

Because of this greatly enhanced solubility in heavily doped regions, such regions 
in device structures can act as sinks and accumulate excessive amounts of copper 
which may then precipitate upon cooling and cause device degradation. 

Gold.17 Gold may occupy either substitutional or interstitial sites but, in con­
trast to copper, below 1200°C the substitutional solubility is higher than the 
interstitial solubility. The two values are given by 

Csub = 8.2 X 1022 C40.6kcal/RT 

OUterstitial = 6 X 1024 C58±10kcal/RT 

Lithium.18 Lithium solubility is affected not only by interaction with holes and 
electrons, but also by the formation of complexes with acceptor ions. 

Oxygen. When oxygen is introduced into a silicon crystal during growth 
or diffusion at high temperatures, it apparently occupies interstitial positions, has 
a maximum solubility of about 2 X 1018 atoms/cm3, and is un-ionized.19- 21 In the 
interstitial position it forms SiO bonds which give a strong infrared absorption 
band at 9.1 microns. Heating the silicon for extended periods of time in the range 
of 450°C causes aggregates of complexes of the type Si02, Si03, and Si04 to form. 
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Hansen. Copyright, 1958. McGraw-Hill Book Company. Used by permission.) 

These complexes no longer have a 9-micron absorption band, but some of them 
are electrically active. As the heat treatment progresses, the 9-micron absorption 
band decreases, and the donor concentration first increases and then decreases. 
This decrease can be explained by considering that for polymers involving more 
than four oxygen atoms there are no available donors, and that as the chains con­
tinue to grow the supply of individual Si02_4 complexes is depleted. If the tem­
perature is raised to near the silicon melting point, the SiO bond is the more stable, 
the SiOl/! groups dissolve, and the oxygen returns to its original state. Heat treat­
ment at 10000 C reduces the absorption, but does not produce appreciable donors, 
presumably because only the longer oxygen chains are formed. 22 It is also 
observed that at 1000 0 C, the rate of aggregate formation is structure-dependent, 
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i.e., the more dislocations present in the crystal, the shorter the annealing time 
required to reach equilibrium.23 

11-7. EFFECT OF HIGH-IMPURITY CONCENTRATION 

Those impurities which have high solubilities are less likely to precipitate than 
the lower solubility elements just discussed, but they can nevertheless produce 
damage when present in high concentration. A silicon phosphide separate phase 
has, for example, been observed in the surface layers of heavily phosphorus-doped 
diffused layers.24 In addition, the lattice strain due to the impurities may be 
considerable. 

Table 11-1. Values of Misfit Ratio for Substi­
tutional Impurities in Silicon* 

Impurity 

B 
AI 
Ga 
P 
As 
Sb 
Sn 

r 
0.746 
1.068 
1.068 
0.932 
1.000 
1.150 
1.186 

* From J. R. Carruthers, R. B. Hoffman, and 
J. D. Ashner, X-ray Investigation of the Perfection 
of Silicon, J. Appl. Phys., vol. 34, pp. 3389-3393, 
1963. 
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This strain e can be calculated from 25 

e = [1 + f(r3 - 1)] 113 - I 

where f = atom fraction 
r = ratio of the Pauling covalent radius of solute to silicon atoms 

Values for r are given in Table 11-1. A substitution of these numbers shows that 
4 X 1018,8 X 1019, and 2.5 X 1019 atoms/cm3 of antimony, boron, and phospho­
rus respectively will produce a strain of 10-6• As an example of the severity of this 
effect, if boron is diffused locally, as is normal in making planar devices, it is pos-
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sible to change the lattice spacing enough for 
stress relief via slip to occur.26,27 By way of 
comparison, birefringence and X-ray investiga­
tions show the strain in as-grown crystals is 
often as much as 10-5 • 

11-8. COPPER DECORATIONS28,29 

Precipitates such as just described often occur 
on dislocations and other structural defects. 
Because of this it is possible to deliberately satu­
rate silicon with (for example, copper) precipi­
tate, and by viewing with infrared, directly ob­
serve the various defects. Decoration can be 
accomplished by allowing a thin film of copper 
nitrate solution to dry on the surface, diffusing 
for the order of an hour at a relatively high tem­
perature (approximately 1000 0 or above), and 
then quenching. Viewing can be done on an 
infrared imaging device sensitive to wavelengths 
longer than 1.1 microns. 
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11-9. GEnERING TECHNIQUES 

In a few instances, metal precipitates are use­
ful, but usually they are deleterious to device 
performance and should be avoided.30 In addi­
tion, the presence of transition metals, even as 
isolated atoms, often produces unwanted carrier 
lifetime degradation.31,32 The small quan­
tities of metals necessary to cause trouble 
make it very difficult to prevent their intro­
duction into the silicon during manufacturing, 
surface preparation, diffusion, etc. In general it 
has proven more advantageous to use getters to 
remove them during the last high-temperature 
operation. The most successful of these are 
glassy layers on the surface, such as phosphorus 
oxide-silicon oxide, or boric oxide-silicon oxide 
compounds. Liquid metal-silicon eutectic layers 
on the surface apparently behave similarly, 
though are not as effective as the glasses.30,32-34 

It has also been reported that mechanical dam­
age on the surface will satisfactorily trap various 
metal contaminants. The use of high-tempera-
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Fig. 11-51. Portion 
of a phase diagram. 
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Fig. 11-52. Determina­
tion of the slope of the 
liquidus line. 

ture gas ambients that form volatile compounds with the impurities has also been 
suggested, but has not been used as widely as the other methods.35 
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precipitates, 249 
as reducing agent, 6 
segregation coefficient, 108 
-silicon phase diagram, 242 
solid solubility of, 266 

Aluminum oxide, 249 
Ambit casting, 24 
Amorphous silicon, 2, 5 
Antimony, activation energy, 169 

diffusion coefficient, 155 
methods for adding to melt, 113 
methods for diffusing, 146 
misfit ratio, 259 
optical absorption spectrum, 196 
precipitates, 253 
segregation coefficient, 108 
-silicon phase diagram, 243 
solid solubility of, 266 
strain produced by, 260 

Antirefiectance coatings, 205 
Arsenic, activation energy, 169 

diffusion coefficient, 155 
methods for adding to melt, ll4 
methods for diffusing, 146 
misfit ratio, 259 
optical absorption spectrum, 196 
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Arsenic, segregation coefficient, 108 
-silicon phase diagram, 244 
solid solubility, 266 

Autodoping, 69 
Avalanche, 173 
Avalanche breakdown voltage, 174, 180-181 

Beryllium, 20 
-silicon phase diagram, 244 

Birefringence, 203, 233 
Bismuth, diffusion coefficient, 155 

methods for diffusing, 147 
optical absorption spectrum, 196 
segregation coefficient, 108 
-silicon phase diagram, 245 
solid solubility, 266 

Boiling point, 213 
Boltzmann-Matano method, 159 
Bond strength, 229 
Boron, activation energy, 169 

diffusion coefficient, 153, 156 
effect on resistivity, llO 
as getter, 262 
lattice damage, 260 
methods for adding to melt, 113 
methods for diffusing, 147 
misfit ratio, 259 
optical absorption spectrum, 195 
segregation coefficient, 108 
solid solubility, 266 
strain produced by, 260 

Boron nitride, 21 
Box diffusion, 146 
Breaking strength, 213, 223 
Bulk modulus, 213 

Calcium-silicon phase diagram, 245 
Carbon, diffusion coefficient, 158 

in epitaxial layers, 75 
methods for diffusing, 149 
precipitates, 253 
segregation coefficient, 20 
-silicon phase diagram, 246 
solubility, 253 

Carriers, absorption due to, 187 
intrinsic concentration, 165 
table of terminology, 166 
(See also Mobility; Resistivity) 

Casting, ambit, 24 
perfection, 17 
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Casting, techniques, 17 
Cerium-silicon phase diagram, 247 
Chromium-silicon phase diagram, 247 
Closed-tube diffusion, 145 
Coatings, high-emissivity, 209 

low-reflectance, 205 
optical, 205 

Cobalt, segregation coefficient, 108 
-silicon phase diagram, 248 
solid solubility, 266 

Columbium (see Niobium-silicon phase diagram) 
Compensation, 65, 105, 166 
Complexing agents, 7 
Compliance coefficient, 217 
Conduction (see Mobility; Resistivity; Thermal 

conductivity) 
Congruent transformations, 241 
Constitutional supercooling, 58 
Conversion tables, 183, 195 
Copper, activation energy, 169 

decoration with, 256, 261 
diffusion coefficient, 157 
gettering, 262 
interstitial solubility, 255 
methods for diffusion, 149 
precipitation, 256, 261 
segregation coefficient, 108 
-silicon phase diagram, 249 
solid solubility, 266 
substitutional solubility, 254 

Critical pressure, 213 
Critical temperature, 213 
Crystal growth, categories, 29 

closed-tube, 37 
Czochralski, 34 
distribution of impurities during, 50 
effect on, of spin, 46 

of surface tension, 48 
epitaxial, 3, 65 
float zone, 35 
K yropoulas, 34 
from melt, 32 
solution epitaxy, 63 
by strain, 36 
Teal-Little, 38 
Van Arkel, 37 
from vapor, 65 
Verneuil, 34 
VLS,65 
zone leveling, 34 

Crystal systems, 84 

Debye temperature, 215 
Defects, decoration of, 261 

dislocations, 75, 153, 223, 233 
during epitaxial growth, 75 
grain boundaries, 101 
lineage, 102 
slip, 223, 261 
stacking faults, 75, 136 
twins, 101 

Deformation, plastic, 222 
Dendrites, 8, 12, 31 
Density, 213 
Deposition, electrolytic, 37 
Dielectric constant, 185 

Diffusion, box, 146 
closed-tube, 145 
from concentration step, 124 
during epitaxial growth, 128 
along grain boundaries, 133 
graphical solutions, 137 
from infinite source, 118 
under influence of field, 136 
from limited source, 122 
mechanisms, 151 
with moving boundary, 127, 129 
multiple, 120, 123, 126 
open-tube, 145 
through oxide, 131 
processes, 141 
with rate limitation, 123 
into thin section, 121 

Diffusion coefficients, carbon, 158 
copper, 157 
effect on, of dislocations, 153 

of orientation, 154 
of vacancies, 153 

germanium, 158 
helium, 159 
hydrogen, 159 
interstitial gold, 157 
iron, 157 
lithium, 157 
measurement of, 154 
n-type, 155 
oxygen, 159 
p-type, 156 
phosphorus, 156 
silicon self-diffusion, 158 
silver, 157 
substitutional gold, 158 
sulfur, 157 
zinc, 157 

Dislocations, 75, 153, 223, 233 
Donor levels, 169 
Doping, 110 

by aluminum, 112 
from aluminum oxide, 20 
by antimony, 113 
by arsenic, 114 
auto-,69 
from beryllium oxide, 20 
by bismuth, 113 
by boron, 113 
from boron nitride, 21 
effect of residual boron, 11 0 
by gallium, 11 0 
by indium, 110 
by oxygen, 18 
by phosphorus, 114 
from silicon nitride, 21 
(See also Impurities; Segregation 

coefficients) 
Drift mobility, 168 

Effective mass, 183 
Elastic constant, 213-214 
Electrochemiluminescence, 203 
Electrolytic deposition, 37 
Electron mobility, 177, 179 
Electrons (see Carriers) 



Emission, light, 200 
Emissivity, 200 
Emitter push, 154 
Energy bands, 182 
Epitaxy, 3, 64-65, 78 
Error function, 141-142 
Etching, 72, 98, 101 
Eutectic system, 237 
Eutectoid system, 238 

Faceting, 57 
Ferrosilicon, 2, 5 
Fick's law, 117 
Float-zone method, 3, 35 
Fracture stress, 214, 222 
Fusion, heat of, 2, 40, 213 

Gallium, activation energy, 169 
diffusion coefficient, 156 
methods for adding to melt, 110 
methods for diffusing, 149 
misfit ratio, 259 
optical absorption spectrum, 195 
segregation coefficient, 108 
-silicon phase diagram, 250 
solid solubility, 266 
as solvent, 63 

Gettering, 262 
Germanium-silicon, alloys, 247 

epitaxy, 78 
phase diagram, 250 

Glassy layer, 122 
Glassy source, 118 
Gold, activation energy, 169 

diffusion coefficient, 157-158 
effect on resistivity, 166 
interstitial solubility, 256 
methods for diffusion, 149 
methods for gettering, 262 
segregation coefficient, 108 
-silicon phase diagram, 251 
solid solubility, 266 
as solvent, 65 
substitutional solubility, 256 

Gradient freezing, 3 
Grain boundary, 101, 133 
Grinding, 210, 232 

Blanchard, 210 
optical, 210 
(See also Lapping; Polishing) 

Growth rate, maximum, 41 
Gummel number, 121 

Hall coefficient, 169 
Hall mobility, 169, 180 
Hardness, 213, 225 
Heat, of fusion, 2, 40, 213 

of sublimation, 215 
of vaporization, 213 

Heat capacity, 215 
Heat content, 215 
Helium, diffusion coefficient, 159 
Hole mobility, 177, 179 
Holes (see Carriers) 
Hot forming, 229 
Hydrogen, diffusion coefficient, 159 
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Hydrogen, as reducing agent, 12,65 
Hypereutectic, 237 
Hypoeutectic, 237 

Impact testing, 224 
Impurities, compensation of, 65, 105, 166 

conduction due to, 104, 164 
distribution of, after normal freeze, 50 

after zone pass, 51 
effect on mobility, 166 
limiting distribution, 51 
mobility of, 136 
(See also Doping; Segregation coefficient) 

Impurity striations, 59 
Index of refraction, 198-200 
Indium, activation energy, 169 

diffusion coefficient, 156 
methods for diffusing, 149 
optical absorption spectrum, 195 
segregation coefficients, 108 
-silicon phase diagram, 251 

Infrared modulators, 205 
Infrared optical elements, 2, 204 
Infrared transmissivity (see Absorption 

coefficient) 
Iron, activation energy, 169 

diffusion coefficient, 157 
methods for diffusion, 149 
segregation coefficient, 108 
-silicon phase diagram, 252 
s~d solubility, 266 

Isomorphous phase system, 236 
Izod test, 224 

Junction depth, 119 

Lapping, 231 
(See also Grinding; Polishing) 

Latent heat, of fusion, 2, 40, 213 
of vaporization, 213 

Lattice mobility, 167 
Lead-silicon phase diagram, 253 
Levitation, 22, 62, 77 
Light emission, 200 
Light figures, 99 
Limited source, 122 
Lineage, 102 
Lithium, activation energy, 169 

complex formation, 256 
diffusion coefficient, 157 
methods for diffUSing, 144 
segregation coefficient, 108 
-silicon phase diagram, 253 
solid solubility, 266 

Magnesium-silicon phase diagram, 254 
Manganese, activation energy, 169 

methods for diffusing, 149 
-silicon phase diagram, 255 
solid solubility, 266 

Mask failure, 133 
Masking, 76 
Mass, effective, 183 
Mass transport (autodoping), 69 
Mechanical damage, 194,222,233 
Melting point, 213 
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Mercury-silicon phase diagram, 255 
Miller indices, 84 
Minority carriers (see Carriers) 
Misfit ratio, 259 
Mobility, 166 

compensated, 167 
drift, 168 
electron, 177, 179 
Hall, 169 
hole, 177, 179 
impurity, 166, 178 
lattice, 167 
ratio, 177 
ratio of Hall to conductivity, 180 
uncompensated, 167 
variation with electric field, 180 

Modulators, 205 
Modulus, bulk, 213 

of compression, 219 
of rigidity, 220 
of rupture, 213 
shear, 220 
Young's, 213,218,221 

Molybdenum, as sheath, 230 
-silicon phase diagram, 256 

Monotectic system, 238 

Nickel-silicon phase diagram, 257 
Niobium-silicon phase diagram, 258 

Open-tube diffusion, 145 
Optical coatings, 205 
Optical coefficients, stress, 203 
Optical elements, 204 
Optical grinding, 210 
Optical orientation, 97 
Optical polishing, 210 
Optical transmissivity (see Absorption coefficient) 
Orientation, optical, 97 

rough, 93 
X-ray, 94 

Oxygen, diffusion coefficient, 159 
effect on electrical properties, 256 
optical absorption spectrum, 193-194 
scattering due to, 203 
segregation coefficient, 18 
-silicon complexes, 256 
-silicon phase diagram, 258 
solubility limit, 18 

"Paint-on" source, 145 
Palladium-silicon phase diagram, 259 
Peritectic system, 239 
Peritectoid system, 241 
Phase diagrams, aluminum-silicon, 242 

antimony-silicon, 243 
arsenic-silicon, 244 
beryllium-silicon, 244 
bismuth-silicon, 245 
calcium-silicon, 245 
carbon-silicon, 246 
cerium-silicon, 247 
chromium-silicon, 247 
cobalt-silicon, 248 
copper-silicon, 249 

Phase diagrams, gallium-silicon, 250 
germanium-silicon, 250 
gold -silicon, 251 
indium-silicon, 251 
iron-silicon, 252 
lead-silicon, 253 
lithium-silicon, 253 
magnesium-silicon, 254 
manganese-silicon, 255 
mercury-silicon, 255 
molybdenum-silicon, 256 
nickel-silicon, 257 
niobium (columbium)-silicon, 258 
oxygen-silicon, 258 
palladium-silicon, 259 
platinum-silicon, 260 
silver-silicon, 261 
sulfur-silicon, 261 
tantalum-silicon, 262 
thallium-silicon, 262 
tin-silicon, 263 
titanium-silicon, 263 
tungsten-silicon, 264 
uranium-silicon, 264 
vanadium-silicon, 265 
zinc-silicon, 265 
zirconium-silicon, 266 

Phosphorus, activation energy, 169 
diffusion coefficient, 155-156 
as getter, 262 
methods for adding to melt, 114 
methods for diffusing, 149 
misfit ratio, 259 
optical absorption spectrum, 196 
precipitates, 259 
segregation coefficient, 108 
solid solubility, 266 
strain produced by, 260 

Photoconductivity, 197 
Physical properties, 213 
Piezoresistance coefficient, 182 
Planes, angle between, 87, 89 

Miller indices of, 84 
reflections from, 96 
spacing of, 86-87, 96 

Plastic deformation, 222 
Plastic flow, 222 
Platinum-silicon phase diagram, 260 
Poisson's ratio, 219, 221 
Polishing, 210 
Polycrysta11ine growth, 78 
Polymers, 12 
Precipitate, copper, 256, 261 
Pressure, critical, 213 

Rate limitation, 123 
Reflection coefficient, 198 
Reflectivity, 199 
Refractive index, 198-200 
Resistivity, 164 

effect on, of high field, 172 
of pressure, 176, 181 

vs. gold concentration, 171-176 
vs. impurity concentration, 106-107 



Resistivity, vs. silver concentration, 177 
vs. temperature, 167-168, 170 

Rheotaxial growth, 78 

Sawing, damage during, 233 
effect of feed speed on, 231 
electrolytic, 232 
with wires, 232 

Segregation coefficient, of carbon, 20 
definition of, 50, 108 
effect on, of growth rate, 56 

of spin, 56 
effective, 54 
minimizing effect of, 62, 115 
from phase diagrams, 242 
at silicon-oxide interface, 132-133 
table of, 108 

Shear modulus, 220 
SiCI2 , 14 
Sih 68 
Silane, 9, 69 
Silicon, amorphous, 2, 5 

ferro-, 2, 5 
Silicon carbide, 20 
Silicon monoxide, 207 
Silicon nitride, 21 
Silicon phosphide, 259 
Silicon tetrabromide, 14,68 
Silicon tetrachloride, 7, 12, 65 
Silicon tetraiodide, 10 
Silver, activation energy, 169 

as crucible, 62 
diffusion coefficient, 157 
effect on resistivity, 177 
methods for diffusing, 151 
-silicon phase diagram, 261 

Silver cage, 62 
Sintering, 23 I 
Slip, 261 
Smith function, 123, 144 
Solid solubility limits, 241, 266 
Solubility in silicon, refractory oxides, 20 

silicon carbide, 20 
Space-charge region, 174 
Specific heat, 213 
Spike-velocity method, 135 
Spin, 46 
Stacking faults, 75, 136 
Star pattern, 223 
Strain gauges, 224 
Stress, fracture, 2 14, 222 

true, 222 
ultimate tensile, 214 

Stress optical coefficients, 203 
Stress relief, 261 
Striations, 59 
Sublimation, heat of, 215 
Sulfur, activation energy, 169 

diffusion coefficient, 157 
-silicon phase diagram, 261 
solid solubility, 266 

Supercooling, 39-40, 59 
constitutional, 58 

Surface energy, 229 
Surface tension, 48, 213 
Syntectic system, 239 
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Tantalum-silicon phase diagram, 262 
Temperature, critical, 213 

Debye,215 
Thallium, diffusion coefficient, 156 

methods for diffusing, 151 
-silicon phase diagram, 262 

Thermal conductivity, 213, 219 
electronic contribution, 229 

Thermal expansion coefficient, 213, 217, 219, 225 
Thermal shock, 226 
Thermoelectric power, 185 
Tin, misfit ratio, 259 

-silicon phase diagram, 263 
solid solubility, 266 
as solvent, 7, 64 

Titanium-silicon phase diagram, 263 
Transmissivity (see Absorption coefficient) 
Triboluminescence, 203 
Trichlorosilane, 12, 68 
True stress, 222 
Tungsten-silicon phase diagram, 264 
Twinning, definition of, 100 

detection of, 10 1 
direction of, 100 
effect on diffusion, 136 

Tyndall effect, 203 

Ultimate tensile strength, 221 
Ultimate tensile stress, 214 
Uranium-silicon phase diagram, 264 

Vacancies, 153 
Vanadium-silicon phase diagram, 265 
Vapor etching, 72 
Vaporization, heat of, 213 

Whiskers, 30, 32 

X-ray orientation, 94 

Yield point, 221 
Young's modulus, 213, 218, 221 

Zener breakdown, 173 
Zinc, activation energy, 169 

diffusion coefficient, 157 
methods for diffusion, 151 
as reducing agent, 7 
segregation coefficient, 108 
-silicon phase diagram, 265 
solid solubility, 266 

Zirconium oxide, 210 
Zirconium-silicon phase diagram, 266 
Zone axis, 87 
Zone leveling, 35 




