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Preface

This publication is a student text on data flow in the IBM 3704 and 3705
Communications Controllers network control program (NCP), release 5 data
flow. This publication does rnor include information on Advanced Communi-
cations Function (ACF) Network Control Program (NCP), which supports
multiple, concurrent channel adapters in NCP mode or in multidomain net-
works.

Prerequisite knowledge of the IBM 3704 and 3705 Communications Control-
lers is required to understand this material. The prerequisite information may
be obtained in the following:

IBM 3704 and 3705 Communications Controllers Hardware (SR20-4544)

IBM 3704 and 3705 Communications Controllers NCP Programming
(SR20-4568)

Advanced Function NCP and Related Host Traces (SR20-4510)

IBM 3704 and 3705 Control Program Generation and Utilties Guide and
Reference Manual (GC30-3008)

A quiz appears at the end of each major section, with the answers given in
Appendix B. You will need the following handbook to answer the questions.

IBM 3704 and 3705 Program Reference Handbook (GY30-3012)
If you require additional information, please refer to:

IBM 3704 and 3705 Communications Controllers, Network Control
Program/VS Program Logic Manual (SY30-3013).

IBM 3704 and 3705 Communications Controllers Principles of Operation
(GC30-3004)

Preface |
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Hardware and Programming Structure

Objective

Review of Hardware
Facilities

Levels of Programming

Upon completion of this topic the student should be able to identify the levels
of programming and interrupt scheduling.

Before going on to the components of the SDLC network, this section re-
views the hardware facilities which are used in the programming design, as
well as dispatching code and techniques. In later sections the modules are
related to an interrupt level or to a dispatched module. In either case a
knowledge of the hardware and dispatcher is required.

Because the communications controller is an interrupt-driven unit, the NCP
directing the operation of that unit is made up of smaller programs or levels.
Interrupts can be caused by the channel, the communication lines, or the
program itself.

The controller has five program levels. Program level 1 has the highest
priority; program level 5 (referred to as the background level) has the lowest
priority. Because level 5 has the lowest priority, level 5 code runs when levels
1 through 4 are not executing. For a complete description of the five levels of
the controller and the interrupt facility, refer to IBM 3704 and 3705
Communications Controllers Principles of Operation (GC30-3004); Chapter
2: System Structure.

Figure 1.1 is a chart of the programming levels indicating the operations
performed at each level, the starting address, and the means by which the
level gets control. Note that when an attempt is made to execute an instruc-
tion at location X'0000°’, the NCP detects a ‘branch to zero’, regardless of the
program level.

NCP Release 5 Data Flow 1.1



Hardware and Programming Structure

Level Operations Performed it:;::: Means of Getting Control
5 o Interpretation of commands N/A e Default from other four levels.
from host.
Control of polling and addressing.
Decoding and execution of system
examination and modification
requests.
Data handling functions.
o Block handling functions.
Initiation and termination of
line 1/0.
Panel functions.
Boundary network node (BNN)
processing.
o Physical services functions.
e Function management.
4* e Buffer management. X'0180° PCI.
e Queue management. SVC.
e Task dispatching.
@ Supervisory services.
3 o Interval timer functions. X'0100 e PCIL
o Handling of panel functions. e Type 1, type 2, type 3 and type 4 CA.
o Channel adapter management. e Interval timer.
o Communication processing deffered o Panel INTERRUPT push button.
from level 2.
o Intermediate network node (INN)
processing.
2 e Buffer service for communication | X'0080° e Type 1, type 2, and type 3 scanner.
lines.
o Character service for
communication lines.
e Bit service for communication
lines.
1 o Machine check handling. X'0010 e IPL.
o Program check handling. ® Address exception check.
e Adapter check handling. o Type 1, type 2, type 3 and type 4 CA checks.
e IPL procedure,. e Type 1, type 2, and type 3 scanner checks.
e Address trace facilities. e Address compare.
o Protection check.
o Input/output check.
X o Detection of branch to zero. X'0000’ e Branch to zero.

“ Level 4 operations can also be performed at levels 1 and 3.

Figure 1.1. Program Levels

1.2
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Interrupt Scheduling

Hardware and Programming Structure

Level 1, Address X‘0010°

When a level 1 interrupt occurs, control is given to the level 1 router, which is
located at address X‘0010’. By examining the contents of external registers,
the router determines the cause of the interrupt and passes control to one of
the following handlers: the program exception check-handler, the address
trace module, the channel adapter check-router, the communications adapter
check-handler, or the abend module.

Level 2, Address X‘0080°

When a level 2 interrupt occurs, control is given to address location X‘0080’.
The level 2 router determines if the interrupt was a normal character service
request. The address of the router is located in the CCB. The level 2 router
itself processes hardware error and exceptional conditions.

Level 3, Address X0100’

When a level 3 interrupt occurs, control is given to address location X‘0100’.
By examining the external registers, the level 3 router determines the cause of
the interrupt, then passes control to one of the following interrupt handlers:
the channel adapter input/output supervisor, the communications-line timer
service, the communications control program queue-handler (signaled by a
PCI), or the panel support module.

Level 4, Address X‘0180°

When a level 4 interrupt occurs, control is given to address location X‘0180°,
the level 4 interrupt handler. An SVC interrupt occurs when a supervisor
macro is issued in program level 5. The program issuing the macro specifies
certain parameters. After decoding the SVC code, the supervisor nucleus
loads these parameters into registers and calls the appropriate supervisor SVC
routine to process the request. If the interrupt is a program-controlled inter-
rupt (PCI), the interrupt handler branches to the address in the PCI vector
table to process the request.

Level 5

All level 5 tasks are dispatched by the level 4 task dispatcher. The entry point
of each task is provided as a field in the queue control block (QCB), which is
scheduled by placing the QCB in one of the supervisor dispatching queues.
The dispatching of level 5 tasks is covered later in the supervisor section.

- Each programming level, except level 5, has an ‘interrupt pending’ latch and

an ‘interrupt entered’ latch. An ‘interrupt pending’ latch is set for levels 1, 2,
3, or 4 by hardware service requirements. If a program check occurs, the
level 1 ‘interrupt pending’ latch is set. If a line requires service, the level 2
‘interrupt pending’ latch is set. Channel service requires the level 3 ‘interrupt
pending’ latch to be set. The level 3 latch is set for service by the channel
adapter, but service is initiated by a PCI (OUT X‘7C’) from the level 4
supervisor. Level 4 is initiated in levels 1 and 3 by a PCI (OUT X‘7D’) or by
supervisor calls (SVC) from level 5.

Interrupt levels may be masked off to prevent interrupts. Levels 2 thrdugh 5
may be totally suppressed. Level 1 may be masked to ignore channel adapter
and scanner interrupts for test purposes. If the level is not masked off and an

NCP Release 5 Data Flow 1.3



Hardware and Programming Structure

interrupt is pending, the interrupt is not allowed if any of the following
conditions exist:

o A higher-priority interrupt request is present.

o The program level to be interrupted is alréady entered (‘interrupt
entered’ latch is on).

o The program level to be interrupted is masked.
« A type 3 communication scanner cycle-steal request exists.
+ A type 2 or 3 channel adapter cycle-steal request exists.

At the time an interrupt is honored, the ‘interrupt entered’ latch for that
program level is turned on. The ‘interrupt entered’ latch is a hardware latch
which signals the controller that the associated program level has been en-
.tered. As long as this latch is on, no other interrupts to this program level are
honored. The general registers and condition latches for this level are safe
from change by another interrupt. The ‘interrupt entered’ latch is turned off
either by an EXIT instruction executed at this level or by a reset condition to
the entire controller.

After each instruction is executed, the controller tests for priority conditions
before executing the next instruction. The type 3 communications scanner
and type 2 or 3 channel adapter cycle-steal requests occur between instruc-
tions. In addition, a higher-priority program level may need control. If level
3 code is executing (‘interrupt entered’ latch on) before executing each
additional instruction the controller checks, in sequence, the ‘level 1 entered’
latch, ‘level 1 pending’ latch, ‘level 2 entered’ latch, ‘level 2 pending’ latch,
and ‘level 3 entered’ latch. This sequence returns control to level 3 for
another instruction execution.

If a second level 3 interrupt was pending, it is not checked in the sequence
because the ‘interrupt entered’ latch is tested first. If the ‘level 2 pending’
latch was set, as in the previous example, level 2 code starts executing. The
‘level 2 interrupt entered’ latch is turned on and level 2 executes until an
EXIT instruction turns off the ‘interrupt entered’ latch. When the between-
instruction ck+-« is made after the level 2 EXIT instruction, the level 2
interrupt entered latch is off, so the ‘level 2 interrupt pending’ latch is
checked. If that latch is on, the level 2 code executes again with the
‘interrupted entered’ latch turned on a second time. If the ‘level 2 pending’
latch is not on, the check returns control to level 3 where the ‘interrupt
entered’ latch is still on. The level 3 code continues, unaware of the interrupt.

Hardware and  The IBM 3704 and 3705 Communications Controllers provide hardware
Programming Structure support for five programming levels. The first four levels are interrupt-driven
Summary code, each having an absolute hardware address to begin instruction execu-

tion. The fifth level is dispatched under the control of the level 4 supervisor.

1.4  NCP Release 5 Data Flow



Network Control Program Overview and

Data Flow

Objective

ldentifying the Major

Upon completion of this topic, the student should be able to identify the
major programming components of NCP, and the flow of control and data
between major components.

This section identifies the major components of the network control program

Components and the program level in which the components operate. This material serves
as the foundation upon which the detail of future sections is built. The major
components of the network are covered in the order of subsequent topics.

PHYSICAL SERVICES PROCESSOR
PSB ’
CHANNEL
ADAPTER
10S
BOUNDARY NETWORK NODE
CHB PATH CONTROL (BNN)
cos SIT cus LINK
SVT Lus SCHED
RVT &
— SDLC
LKB
sce ACB
CICcP
BSC/SS PROCESSOR &
LCB BIT/CHAR. —
DVB SERVICE
ACB

Figure 2.1. NCP Components

Network Control
Program Supervisor

The NCP supervisor serves primarily as the interface between the background
tasks running in level 5 and the routines running in levels 1, 3. and 4. When
levels 1, 3, or 4 require data to be processed by background tasks, the tasks
are scheduled via the supervisor. The supervisor queues the data and sched-
ules the correct background processing task. Conversely. as background tasks
require initiation of input or output, manipulation of queues, management of
buffers, and similar tasks, the task requests are presented to the supervisor.
The supervisor then processes those requests as required.

The supervisor executes in level 4. The primary control blocks used by the
supervisor are: byte direct addressables (XDB). halfword direct addressables

NCP Release 5 Data Flow 2.1
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2.2

Channel Adapter i0s

Path Control

NCP Release 5 Data Flow

(XDH), word direct addressables (XDA), queue control blocks (QCB), path
information units (PIU), and the SVC vector table. The supervisor code is
executed and provides services for all of the routines identified in this section.

The channel adapter module is used to monitor and control the hardware
channel adapters within the 3704 or 3705 controller during a data transfer to
or from the host. There are four types of channel adapters; however, only
two types are used for programming purposes within the controller. There-
fore, there are only two types of IOS modules: one to control the type 1 or
type 4 adapter, the other to control the type 2 or type 3 adapter.

Type 1 or 4 adapter

The 3704 supports a type 1 adapter only. A 3705 can have a type 1 or 4
adapter for NCP mode or PEP mode, or the type 1 or 4 adapter can be used
for emulation programming for (EP), with a second adapter for NCP mode
only. A type 1 or 4 channel adapter for operation in NCP mode uses a
channel operation block (COB)., The channel modules operate in program
level 3 via a level 3 interrupt from the channel adapter hardware.

Type 2 or Type 3 Adapter

The 3705 operates in NCP mode with a type 2 channel adapter to a single
processor or a type 3 channel adapter to two tightly coupled multiprocessors.
A type 2 or type 3 channel adapter uses a channel control block (CHB). The
channel module operates in program level 3 via a level 3 interrupt from the
channel adapter hardware.

Path control code is executed on outbound PIUs by a branch from the chan-
nel code. Path control inbound, which is different code, is executed on
inbound PIUs by a branch from the link scheduler.

Path Control Out

‘Path control out’ directs the flow of path information units (PIUs) from the
channel adapter IOS to its proper destination. ‘Path control out’ uses the
destination address field (DAF) from the PIU to access entries in the subarea
index table (SIT), subarea vector table (SVT), and resource vector table
(RVT). The ‘path control out’ routine locates the appropriate path for the
PIU and places the PIU on a queue control block (QCB) for processing by
NCP physical services, boundary network node, link scheduler (SCB), or the
BSC/SS processor. This module operates in program level 3 via a branch
from the channel 10S.

After the boundary network node processing completes, an outbound PIU is
passed to ‘path control out delayed’, which converts the PIU from FID1 to
FID2 or FID3, segments the FID2 or FID3 as required, and places the PIU
on the link outbound queue.

Path Control In

‘Path control in’ is divided into two parts: immediate and delayed. When a
PIU is received on a link, ‘path control in immediate’ is invoked by a branch
from the link scheduler. ‘Path control in immediate’ checks for a PIU source
of a remote controller (SCB); if the PIU is from a remote, the PIU is immedi-
ately queued on the channel intermediate queue for the host. If the PIU is
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not from a remote, the PIU is queued on the CUB link inbound queue and
‘path control in immediate’ exits from level 3.

The PIU queued on the CUB link inbound queue invokes a level 5 task of
‘path control in delayed’. This task processes the PIU to identify the source
logical unit or CUB physical services, then branches to an appropriate bound-
ary network node connection point manager IN (CPM-IN) for additional
processing.

NCP physical services interfaces with system services control point (SSCP) of
the host to provide control functions for the NCP. NCP physical services
provide functions such as activating or deactivating links, contacting physical
units, and other control functions. These modules use the physical services
control block (PSB). The physical services routines operate in program level
5 via the task dispatcher. ‘Path control out’ schedules physical services by
PIU requests. Responses to SSCP are queued directly to channel adapter
10S. .

The NCP physical services has a ‘connection point manager-in’ queue
(inbound error-handler queue), which is invoked by the link scheduler at the
completion of a ‘dial’, ‘answer’, ‘contact’, or break in a link.

The boundary network node modules provide the interface to SDLC type 1
and type 2 devices. Remote 3704 and 3705 controllers are not included in
this code, as PIUs destined for a remote are enqueued directly on a station
control block (SCB) by ‘path control out’. These modules control the session
initiation and session status for the physical units and logical units attached to
this 3704 and 3705 controller. These modules operate in program level 5 via
task dispatching. Type 1 and 2 physical units are defined by the common
physical unit control block (CUB); logical units are defined by the logical unit
control block (LUB). BNN modules are scheduled when they receive a PTU
from ‘path control out’. BNN enqueues PIUs from the host on a link out-
bound queue for the link scheduler. BNN enqueues PIUs for the host on the
channel intermediate queue.

The link scheduler executes in program level 3. The link scheduler is invoked
for a specific link by an ‘activate link’ command. The link scheduler has two
basic functions: data transfer or command processing.

The link scheduler uses the service order table (SOT) to locate the physical
units for that specific link. Each physical unit is checked for active status. If
the physical unit is active, the link outbound queue is checked for outbound
PIUs to transmit. After any allowed outbound PIU traffic has been sent, the
physical unit is polled for inbound PIUs. When all physical units have been
checked for data service at least once, the link scheduler switches to control
functions. One control function (‘dial’, ‘answer’, ‘contact’, ‘discontact’) is
attempted for one physical unit before the link scheduler returns to data
transfer mode.

If there are no outbound PIUs for a link and if no active physical unit has
inbound PIUs in response to polling, after the control cycle the scheduler
suspends polling for a user-specified pause. Data queued to be transmitted is
sent, but polling is suspended.

NCP Release 5 Data Flow 2.3
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The link scheduler uses the link control block (LKB) to schedule link opera-
tions and maintain link status. The LKB is generated by a LINE macro of an
SDLC group. The common physical unit block (CUB) or station control
block (SCB) is used to schedule the station control and maintain station
status for any SDLC physical unit.

The SDLC routines are used for the actual transmission of data on the link.
The adapter control block (ACB) is used for link control. These routines
operate in program level 2 via an interrupt from the hardware scanner.

SDLC routines are initiated by the link scheduler, providing addresses of
processing routines in the character control block (CCB) and enabling the
link for interrupts to begin processing.

The BSC/SS processor supports the BSC/SS devices in NCP mode that are
attached to this communications controller. The processor uses the line
control block (LCB) and the device control block (DVB) to schedule and
control commands issued to these devices. Command processors are used to
define the commands and the work scheduler is used to schedule the neces-
sary tasks to complete the command. Command decoders and initialization
routines initialize the lines and control their operation; character-service
routines handle the actual transmission of data across the line. Both types of
routines use the adapter control block (ACB). The command processors,
work scheduler, and scheduler tasks operate in program level 5 via task
dispatching. The command decoders and initialization routines operate in
program level 3 via a PCI level 3. The character service routines operate in
level 2 via a hardware interrupt from the scanner.

Unless BSC or SS devices are also defined for NCP mode, BSC/SS processor
support is not included in a network of SDLC terminals. The processor
support routines are not included if BSC/SS devices are operated in emula-
tion mode of a partitioned emulation program (PEP).

There are four basic paths through the local controller from the host. The
path that is taken depends upon the destination of the path information unit
(PIU). The destination and sequences are as follows:

« Physical services destination
Channel adapter 108, path control out, physical services processor
« SDLC device or logical unit destination

Channel adapter IOS, path control out, boundary network node, link
scheduler, SDLC routines

+ Remote controller destination

Channel adapter I0S, path control out, link scheduler, SDLC routines
« BSC/SS processor destination

Channel adapter 108, path control out, BSC/SS processor, CICP
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There are four paths through the local controller to the host, as follows:

« Physical services source

Physical services processor, channel adapter IOS
« Type 1 or type 2 physical or logical unit source

SDLC routine, link scheduler, path control in immediate, path control in
delayed, boundary network node, channel adapter IOS

» Type 4 physical unit source

SDLC routine, link scheduler, path control in immediate, channel
adapter I0S

« BSC/SS processor source

CICP, BSC/SS processor, channel adapter I0S

NCP Release 5 Data Flow 2.5






Network Control Program Supervisor

Objective

Purpose of the
Supervisor

Upon completion of this topic the student should be able to identify and
locate the supervisor dispatching queues, identify supervisor services, and
explain how the services are requested.

The NCP supervisor serves primarily as the interface between background
tasks running in level 5 and routines running in levels 1, 3, and 4. When
levels 1, 3, or 4 require data or a stimulus to be processed by the background
tasks, the task is scheduled via the supervisor. The supervisor queues the data
and schedules the correct background processing task. Conversely, as back-
ground tasks require initiation of input or output, manipulation of queues,
management of buffers, etc., the task requests are presented to the supervisor.
The supervisor then processes those requests as required.

The supervisor can be entered from the level 4 interrupt handler or via a
branch from levels 1, 3, or 4. The supervisor is entered from levels 1, 3, and
4 as a result of supervisor macros which expand to include a branch to the
supervisor. This branch is created because of the SUPV=operand of any of
the supervisor macros being coded YES. The supervisor routine is then being
executed as level 1 or level 3 code rather than level 4 code because it was
entered directly, not because of an interrupt. Level 5 always uses a level 4
SVC interrupt to request supervisor services. If level 3 has placed work on
the supervisor dispatching queue, the level 4 PCI interrupt latch is set for
future processing.

Entry to the level 4 interrupt handler at address X 180’ is caused in one of
two ways: alevel 5 SVC macro or a level 4 PCL

The level 5 SVC is created by an EXIT instruction. The EXIT instruction
and two-byte SVC code immediately following are generated by a level 5
macro which is coded with an operand of SUPV=NO. In this case, the flow
is through the level 4 interrupt handler, which uses the SVC code supplied by
the level 5 macro expansion to index into the SVC vector table. This table
contains pointers to the various supervisor macro routines. The SVC code is
the first seven bits of the sixteen-bit field. The remaining nine bits are qualifi-
ers of the SVC.

A level 4 PCI interrupt also causes the level 4 interrupt handler to get control.
In this case, the level 4 interrupt passes control to one of three routines via a
branch table.

Normally the first entry of the branch table points to the second entry and the
second entry points to the third. The third entry always points to the dis-
patcher. A level 4 PCI interrupt normally causes the dispatcher to get con-
trol.

When the free buffer threshold is reached, the second entry is replaced with
the address of the routine to generate a slowdown message. Each time the
LEASE buffer routine is executed by a branch from level 3 or SVC from level
5, the count of remaining buffers is checked against the threshold value. If
slowdown mode is required, the address of the slowdown message routine is

NCP Release 5 Data Flow 3.1
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placed in the branch table and slowdown bits are set in the direct addressable
area.

If an unconditional buffer request is made and no buffers are available, levels
4 and 5 can be disabled. Level 5 is disabled by masking off level 5, and the
address of the buffer allocation routine is placed in the first entry of the
dispatcher branch table.

The entry code at X180’ is entered for SVC and PCI interrupts. An IN
X*TF’ provides a bit to define whether a PCI or SVC caused the interrupt.
The result causes the supervisor to go either to the SVC interrupt handler or
to the PCI branch table.

A task in the network control program (NCP) is defined as a portion of code
and a queue of data upon which the code operates. In the NCP, tasks are
executed in level 5 only. If one portion of code operates upon two or more
separate queues of data, the task dispatcher handles this portion of code as
two or more separate tasks. The background level (level 5) of the NCP is
made up of several tasks that work together to schedule lines and process
messages.

A task is defined at NCP generation when a queue control block (QCB) is
assembled and linked to a unit of code. As queues become activated, their
associated tasks are scheduled and initiated by the task dispatcher. Input
queues (input to a task) are activated by the enqueuing of data to the queue.
Enqueuing is provided by level 3 when a PIU is received over the communica-
tion lines or over the channel, or when the enqueuing is provided by one task
passing control to another task. Pseudo-input queues (recording a stimulus
for the task, but providing no data as input to the task) are activated by
triggering the task upon the occurrence of some stimulus, such as a panel
display request. '

There are several control blocks used by the dispatcher. Before we cover the
method used by the supervisor, the topics that follow will acquaint you with
some of the control blocks.

The IBM “3 704 and 3705 Program Reference Handbook (GY30-3012),can
be used as a reference.

Direct Addressables (XDB, XDH, XDA) There are three fixed areas of
special pointers or special fixed data. These areas are:
Byte direct addressables (XDB)
X'680' to X'GFF'
Halfword direct addressables (XDH)
X'700' to X'77F'
Word direct addressables (XDA)
X'780' to X'7FF'
A special form of instruction with a base register of zero allows an implied
base to refer to these fields, with the displacement providing the offset from
the beginning of the area. The instructions are:
Insert Character
IC 5(0),16(0)
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The ‘insert character’ instruction inserts the value at base location X‘680’ plus
decimal 16 (X‘10’) into register 5 byte O, for an effective address of X‘690’.
The true buffer size for this system, including the four-byte prefix, is at
X‘690’.
Store Character

STC 5(0),16(0)
This instruction stores the value in register 5 byte O at location X‘690°
(X680’ plus X‘10%).
Load Halfword

LH 6,84(0)
The ‘load halfword’ instruction places the current free buffer count from
X700’ plus decimal 84 (X‘54’) into register 6, creating an effective address
of X‘754°.
Store Halfword

STH 6,96(0)
The ‘store halfword’ instruction uses the value in register 6 to set the value of
the system abend code at X‘760’ (X‘700’ plus decimal 96). The NCP sets a
value at X“760’ to indicate the reason the failure occurred.
Load

L 6,96(0)
The ‘load’ instruction moves the address of the last byte of storage from
X‘TEQ’ to register 6.
Store

ST 6,68(0)
The ‘store’ instruction records a pointer to the first free buffer at location
XT7C4.

The direct addressables provide key status indicators and pointers to the
system control blocks. As the various NCP routines are covered, related
direct addressables fields which provide status indicators as an aid in debug-
ging are referenced. These are some of the initial fields which may be of
special interest:

Byte direct addressables (XDB) X680’ to X‘6FF’

X685’ Control byte for dispatcher flags
X687 BUILD macro buffer size

X‘689’ Buffer pool and network status

X‘68A° | General communications byte |
X‘68B’ Identifies program as NCP, EP, or PEP
X692’ General communication byte

X693’ SDLC subarea mask

X694’ SDLC element mask
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Halfword direct addressables (XDH) X‘700° to X‘77F’

X710 to X*72B’ PEP emulation queue pointers
X744 to X752’ NCP level 4 task queue pointers
X754 Current free buffer count
X756 Free buffer threshold count plus one
X“758’ Number of communications lines
X“I5A° Level 5 system active queue control block
X760’ System abend code
X770 Maximum byte count to host per host start I/O
X772 Pointer to the channel control block (CHB or COB)
Word direct addressables (XDA) X780’ to X7FF’
X‘TBC’ Lagging address register (LAR)
X“7C4° Pointer to first free buffer
X“7DO’ Remembrance of the last buffer in the buffer pool
X7D4’ Remembrance of the first buffer in the buffer pool
X“7D8’ Pointer to extehded halfword direct addressables (HWE)
X‘TEQ’ Address of last byte of storage
X‘7E8’ Pointer to the resource vector table (RVT)
XTFO’ Pointer to the logical end of system free buffer pool

Queue Control Blocks (QCB) The queue concept is basic to an under-
standing of the data flow within the NCP. A queue is a group of either data
blocks (PIU or BCU) or queue control blocks (QCBs) connected first
through last by address pointers. First in, first out (FIFO) is the basic mode
of queue manipulation; however, last in, first out (LIFO) mode is also used.

A queue control block (QCB) has two queue pointers. One points to the first
element in the queue. The first element points to the second, the se¢ond
points to the third, etc. The second queue pointer points to the last element
on the queue. If both addresses are zero, there are no elements in the queue.

There are three types of queues: input, pseudo-input, and work. Each type
of queue provides different program support.

Input queues

An input queue contains elements to be processed by the task identified by
the QCB. Some of the fields are:

X00° Shifted address of first element queued
X002’ Shifted address of last element queued
X'04 Task state ‘

X05° 1010 1xxx indicates this is an input QCB
X'06° Shifted address of next QCB on this queue
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X‘08’ Major control block displacement, provides the displacement
from the beginning of the control block which contains this
QCSB to the first byte of the QCB.

X‘09’ Task dispatching priority
X‘08’ Full address of task entry point

Placing an element in a queue with ENQUE ACTV=YES puts a task in the
pending state. If no task is active, the pending task becomes the active task.

Pseudo-input Queue

A pseudo-input queue contains no elements. It has the same format as the
input queue, but the task is triggered by a stimulus rather than by the enqueu-
ing of an element. An example of a pseudo-input queue is the panel queue.
When the interrupt key is pressed on the 3704 or 3705 panel, a level 3 panel
interrupt occurs. When level 3 determines that the interrupt was from the
panel, level 3 branches to the level 4 supervisor routine which places the panel
QCB on a dispatching queue.

The format of the pseudo-input queue is the same as the standard input
queue. The only difference between an input queue and a pseudo-input
queue is the means of dispatching the pseudo-input queue without data.

Work queue

A work queue does not have a task entry point. It is used as a queue to hold
elements. The work queue is only eight bytes in length. The fields are as
follows:

X000’ Shifted address of first element queued

X‘02’ Shifted address of last element queued

X004’ Reserved

X‘05’ 1010 Oxxx indicates that this queue is a work QCB
X‘06’ Shifted address of next QCB on this queue

Path Information Unit (PIU) The element placed in a queue is either a
queue control block (QCB), a block control unit (BCU) used in the BSC/SS
code, or a path information unit (PIU). The placing of a PIU on a QCB
normally triggers scheduling. The flow of the network control program is
initiated by receiving a PIU from the channel or line and passing the address
from one queue to the next for processing.

The PIU is received in one or more NCP buffers. The PIU is made up of a
transmission header (TH), request/response header (RH), and
request/response unit (RU). The PIU is that portion received from the host
or from the lines.

In addition to the area specified on the BUILD macro BFRS operand, each
NCP buffer requires a four-byte prefix for control purposes. The size of each
buffer specified for the user is given in XDB at X‘687°. The true buffer size
is in XDB at X‘690’. The buffer prefix field on each buffer is specified as
follows:
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X000 Buffer prefix chain field, shifted address of the next buffer in
the chain, or zero if the last in a chain.

X02’ Buffer prefix data offset field. This field provides the offset
from the buffer prefix to the first byte of PIU text.

X03’ Buffer prefix data count field. This field specifies the quanti-
ty of data from the offset that is valid in the buffer.

In the first buffer of a PIU is an event control block (ECB). The ten-byte
ECB immediately follows the buffer prefix. The first buffer prefix offset of
X‘0A’ provides the offset past the ECB to the first byte of FID1 PIU. The
PIU actually starts in the fifteenth byte of the buffer, including prefix.

Including the offset from the beginning of the buffer, the ECB fields are as
follows:

X004’ Block status flags. Specifies if the PIU is in a queue.

X05’° Event status flags. Specifies if the event is satisfied and if
the task is to be dispatched when this PIU is first in the
queue.

X‘06’ ECB chain pointer. If multiple PIUs are queued on one

QCSB, this field is a shifted address of the next PIU on the
queue chain. The queue manipulation macros use an offset of
X“06’ for chain addresses in QCBs and in the first buffer of a

block.
X08’ PIU text count or set time interval
XOA’ Address of QCB for waiting task or hold area for blocks
X0C’ UIB type field. This field identifies the destination resource

type. The values are as follows:

0000 0000 Communications
controller

100x xxxx Line

010x xxxx Device

xxx1 xxxx Input

xxxxX 1xxx Output

X‘0D’ UIB status. If nonzero this field indicates various errors.

If the type is FIDO or FID1, the next byte after the buffer prefix and unit
information block is the first byte of the PIU. The FID2 buffer prefix offset
specifies an offset of X‘OE’ and these four bytes (X‘OE’ through X‘11°) are
not used. The FID3 buffer prefix offset is eight bytes (X‘OE’ through X‘15°)
and the eight bytes are not used. The FIDO format is used only for text
transfer between the host system and the BSC/SS router. FID1 is identified
by a bit pattern of xx00 xxxx at X‘OE’.

FIDO

The type 0 PIU is a field identification type O (FID0). This format is used for
all text transfers between a host application and a BSC/SS terminal. The
FIDO is received from the host and sent to the BSC/SS converter. The FIDO
is converted to a block control unit (BCU) for the BSC/SS processor. Text
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from a BSC/SS terminal is received in a BCU format buffer, sent to the
BSC/SS converter, and converted to a FIDQ before being sent to the host.

Including offsets from the beginning of the buffer, the format of the FIDO is

as follows:

Transmission header ’(ATH)

X‘0F’

X‘OF
X110
X112
X114
X‘16’

Transmission header. This field identifies the PIU as type O
by xx00 xxxx in this byte.

Reserved

Destination network address

Origin network address

Sequence number

Text count of the RH plus RU (excludes TH)

Request/response header (RH)

X18’ -
X1A°

X1B’

These fields are ignored in a FIDO PIU.

Réquest/ response byte 3. This field is a pad byte to align
the RU on a halfword boundary.

Request/response unit (RU)

X1C

X1D’
X1FE
X220

X2r

FIDI

RUO byte 0. BTU command field. This field is covered in
IBM 3704 and 3705 Program Reference Handbook
(GY30-3012), Section 3: BTU Command and Modifiers.

RUO byte 1. BTU command modifier
and X‘1F’ RUO bytes 2 and 3. BTU flags

RUO byte 5. BTU system response. This field is covered in
IBM 3704 and 3705 Program Reference Handbook
(GY30-3012), Section 7: BTU Responses.

RUO byte 6. BTU extended response.

The type 1 PIU is a field identification type 1 (FID1). This format is used for
all control commands, and all text transfers between the host and boundary
network node (BNN). If the PIU is transferring to a remote NCP, the FID1
is sent unchanged to the remote.
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Network Control Program Supervisor

Including offsets from the beginning of the buffer, the format of the FID1 is

as follows:

Transmission header (TH)

X‘0E’

X‘OF’
X110
X112’
X114
X‘16’

Transmission header. This field identifies the PIU as type 1
by xx01 xxxx in this byte. This byte also specifies whether
this PIU is the first middle, last, or only PIU segment. PIU
segmenting occurs when a PIU from the host has a length
greater than that defined by the MAXDATA operand of a
PU macro defines.

Reserved

Destination network address
Origin network address
Sequence number

Text count of the RH plus RU (excludes TH)

Request/response header (RH)

X118’

X119

X1A’

Request/response byte 0. This byte specifies whether the
PIU is a request or response, control or data, system control
or function management, against flow or with flow, format-
ted or unformatted. PIU chaining by an application program
is defined in this field, which specifies whether this is the
first, middle, last, or only PIU element.

Request/response byte 1. This field specifies that an FME is
requested/sent, an RRN is requested/sent, and an exception
response is requested/sent. VPACING and PACING use
the pace bit in this field.

Request/response byte 2. This field specifies bracket
protocol, EBCDIC or ASCIH code, and change direction
(HDX only).

Request/response unit (RU) - Network commands only.

X'1B’

X'1C
X'1D’
X'1E’

X20°

38 NCP Release 5 Data Flow

RU1 byte 0. This field is covered in IBM 3704 and 3705
Program Reference Handbook (GY30-3012), Section 4:

NCP Network Commands. The value of this field varies,
based on the value of the RH byte 0.

RUI1 byte 1. Used for function management requests.
RUI byte 2. Request code for function management.

Network address for SCP function management requests. A
command to activate a link or contact a device is addressed
to NCP physical services in the DAF: the device to be con-
trolled by the command is addressed by this field.

The data beginning at this address varies, based on the type
of command. For additional information, refer to IBM
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3704 and 3705 Communications Controllers, Network Con-
trol Program/VS Program Logic Manual (SY30-3013),
Appendix A: Network Commands.

Data PIU formats have user data starting at X‘1B’ immediately following the
TH/RH.

FID2

The type 2 PIU is field identification type 2 (FID2). This format is used for
all control commands and all text transfers between the boundary network
node (BNN) routine and support of type 2 physical units (3770, 3600, 3650,
3660, 3790). The FID1 is received from the host and converted to a FID2
before being sent to the type 2 physical unit. A FID2 from a type 2 physical
unit is converted to a FID1 by the BNN code before being sent to the host.

The FID2 is created from a FID1 by converting the two-byte OAF and DAF
fields to one-byte fields and deleting the two-byte transmission header (TH)
count field. This conversion provides a total of four bytes deleted from the
FID1 requirements. Shifting the fields to the right places the following fields
in the original FID1 buffer:

Transmission Header (TH)

X‘0FE’ Reserved four-byte area

X112 Transmission header. xx10 xxxx in this byte identifies the
PIU as type 2.

X13’ Reserved

X114 Destination

X15’ Origin

X116’ Sequence number

Request/response header (RH). Same as FID1
Request/response unit (RU). Same as FID1
FID3

The type 3 PIU is a field identification type 3 (FID3). This format is used for
some control commands and all text transfers between boundary network
node (BNN) code for support of type 1 physical units (3767, SDLC 3270).
The FID1 is received from the host and converted to a FID2 with the normal
FID2 processing. The FID2 is converted to a FID3 before being sent to the
type 1 physical unit. The FID3 commands directed to a 3270 are processed
by the NCP and are not sent to the SDLC 3270.

The FID3 is created from the FID2 by converting the six-byte transmission
header (TH) of the FID2 to a two-byte TH of the FID3. The FID2 destina-
tion of one byte is converted to the low-order six bits of the last byte of the
TH. The two leftmost bits specify the following:

Bit 0 - 1=to/from application, 0=to/from SSCP

Bit 1 - 1=to/from logical unit, 0=to/from physical unit
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The first byte of the FID3 TH identifies the type of PIU. Deleting the four
bytes of the TH from the FID2 makes four more alignment bytes available.

Shifting the fields to the right provides the following fields in the original
FID1 buffer:

Transmission header (TH)
X‘OF’ Reserved eight-byte area

X‘16’ Transmission header. This field identifies the PIU as a type
3 by xx11 xxxx in this byte.

X117 Application or SSCP indicator and local address
Request/ response header (RH). Same as FID1
Request/response unit (RU). Same as FID1

At any given point in time, a task can be in any one of four logical states.
The four states, under program control, are: active, pending, ready, or
disconnected. Initially all tasks are in the ‘ready’ state. The state is specified
in the QCB at an offset of X‘04’ for all conditions. A ‘ready’ task is available
for execution, but there is no element in its queue or no stimulus to initiate is;
therefore it is not in a dispatching queue.

When an element is placed in a queue by an ENQUE ACTV=YES or when a
TRIGGER macro is executed, the task is changed from ‘ready’ to ‘pending
and disconnected’, and is placed on the one of the dispatching queues. The
‘pending’ status makes it available for execution. The ‘disconnect’ status
identifies the QCB as having been triggered; therefore, it will not be triggered
again until the ‘pending’ status completes (a task should not be placed in the
dispatching queue when it is already in the dispatching queue). Subsequent
elements placed on a triggered QCB can specify an automatic trigger when
the PIU is first on the queue, providing that the UIB field at an offset of
X‘05 has a value of x1xx xxxx. When the level 4 supervisor looks for a task
to make ‘active’, it takes the first pending QCB off the highest priority dis-
patching queue and schedules the task routine specified in the QCB field.

Only one task can be ‘active’. The active task may issue SVC requests to
level 4 for services, but remains the active level 5 task until it completes. If
the active task is waiting for supervisor services (SVC), the second bit in byte
4 of the QCB is a 1 (task in wait state). A task completes by issuing a SYSX-
IT macro. When the task ends, the ‘active’ state must be ended, and the task
changed from ‘disconnect’ to ‘ready’ by a QPOST macro. If the first element
on the QCB specifies the task is to be dispatched (offset X‘05’° ECB status
byte of the queued PIU), the QCB is triggered to the end of the dispatching
queue and made ‘pending’. ’

When a task is active, the byte direct addressable (XDB) at X‘0685’ has a
value of x1xx xxxx. Figure 3.1 illustrates task state migration. In figure 3.1,
all tasks going to ‘pending’ or ‘active’ also are ‘disconnected’.
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TASK STATE -®=| pjsconnect Ready Pending Active
TASK MGMT
MACROS
QPOST —
TRIGGER .
conditional >
TRIGGER
unconditional L
ENQUE
ACTV=YES : >
QcB
dispatched ¢ — 3

TRIGGER turns on both the disconnect and
pending to avoid a second trigger.

OPOST turns off the disconnect (not ready) bit.

Figure 3.1. Task States

The following are the bit settings of the QCB in byte four, which indicates the
status:

0xx0 xxxx Ready and not disconnected

1xX1 XXXX Pending and disconnected

0xx1 XXXX Active and disconnected
1xx0 xXxXXX Not wvalid

Task Dispatching Priorities Tasks in the network control program have
one of four task-scheduling priorities: appendage, immediate, productive, and
nonproductive. All tasks having the same priority are queued together.

Appendage tasks have the highest priority in the system. When the current
active task relinquishes control, appendage tasks are dispatched from the
appendage queue on a first-in, first-out (FIFO) basis. Appendage tasks are
generally initiated by character service at the end of a line input or output
operation. However, they can also be initiated by the supervisor or by level 5
tasks.

Immediate tasks have the second highest priority. Once processing for a line
has started, all tasks necessary to initiate the input or output on the line are
given the immediate priority.

Productive tasks have the third highest priority. A task is classified as prod-
uctive if the end result of its execution is the initiation of output on either the
channel or the communication line.

NCP Release 5 Data Flow 3.11
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Nonproductive tasks have the lowest priority in the system. A task is classi-
fied as nonproductive if it is not capable of starting input or output opera-
tions. Nonproductive tasks are not dispatched when the system is in slow-
down mode.

There are definite reasons for having task scheduling priorities:

(1) appendage tasks are used to handle an exceptional condition as soon as
possible.

(2) Immediate priority improves performance. Once a task associated with
a line in the idle state receives control, the performance is better if all
the tasks necessary to initiate the transfer on this line are dispatched in
succession before dispatching tasks associated with any other lines. The
immediate priority accommodates such tasks.

(3) Productive tasks have a high potential for freeing buffers and a low
potential for allocating buffers.

(4) Nonproductive tasks have a low potential for freeing buffers and a high
priority for allocating buffers. Hence, productive tasks should be exe-
cuted before nonproductive tasks.

The priority of a task can be changed dynamically by the CHAP macro.

The task dispatching queués are in the halfword direct addressables (XDH) at
the addresses given below. The left address points to the first QCB queued
and the right address points to the last QCB queued.

Appendage queue X'74E' X'74C'
Immediate gueue X'746' X'744"
Productive queue X'74n" X'748'

Nonproductive gqueue X'750' X'752'

The QCB identifies which task dispatching queue is to be used. At QCB plus
an offset of 9, the indicator to the TRIGGER macro is specified as follows:
10XX XXXX Productive
010X XXXX Immediate

001x xXxXXX Appendage
000x xXxXXX Nonproductive

Dispatching Tasks = When level 4 is entered by PCI or by SVC, the supervisor at CXABTST
checks for PCI or SVC. An SVC goes to CXASUPV to decode the macro
using the SVC decode table. A PCI uses the three branch-table entries for
processing. If levels 4 and 5 are disabled for buffer allocation, the first entry
is primed with CXALEAS, the buffer allocation routine. Normally, the first
entry contains the address of the second entry. If the system is in slowdown,
the address of the routine to generate the slowdown entry message is in the
second entry (CXAEXSS). Normally, the second entry contains the address
of the the third entry. The third entry contains the address of the task dis-
patcher (CXADISP). Figure 3.2 illustrates the supervisor processing.
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Figure 3.2. Dispatcher Entry Points

The CXADISP task dispatcher checks whether level 5 is enabled by testing
the byte direct addressable (X‘685’) to see if dispatcher service is required. If
service is not required the supervisor checks for an active task in byte X‘685’.
If this bit is on, an EXIT from level 4 returns control to the current active
level 5 task. If there is no active task, the supervisor searches the dispatching

queues.

The queues are scanned in a sequence of appendage, immediate, and prod-
uctive. The first entry found is dequeued, the QCB address is placed in the
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level 5 register 2, the task entry point is placed in level 5 register 0, and the
level 4 supervisor executes an EXIT to allow level 5 to begin execution.

If no queue entry is found through the productive queue, the supervisor
checks for slowdown. If the slowdown is indicated from an earlier LEASE
macro condition, level 5 is disabled (OUT X‘7E’). The supervisor executes -
an EXIT. If the system is not in slowdown, the supervisor checks the nonpro-
ductive queue and dispatches an entry if one is found. If no entry is found,
level 5 is disabled and an EXIT at level 4 places the controller in the wait
state.

Figure 3.3 illustrates the dispatching sequence.
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From: CXABTST
CXASUPV

Check System
Mask

Return control
to active task.

Is task active
bit on?

Is
appendage

dispatching
queue empty?

Dequeue 1st element
in appendage queue
and dispatch
associated task.

Is
immediate
dispatching
queue empty?

Dequeue 1st element
in immediate queue
and dispatch
associated task.

Is
productive
dispatching
queue empty?

Dequeue 1st element
in productive queue
and dispatch
associated task.

Is
slowdown in
progress bit
on?

Disable
level 5

Is
nonproductive
dispatching queue
empty?

Dequeue 1st element

in nonproductive queue
and dispatch

associated task.

Disable
level 5

Figure 3.3. Dispatcher Execution Sequence
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Supervisor SVC Services In addition to the task management routines, the supervisor provides queue
management, buffer management, and supervisory services. All of these
facilities are provided by macros. Macros at level 5 provide an SVC interrupt
by an operand of SUPV=NO. Levels 1, 3, and 4 branch directly to the
appropriate routine by using a macro coded with an operand of SUPV=YES.
The SVC is an EXIT instruction in level 5 with a 16-bit EXIT qualifier,
seven-bit SVC identifier, and nine-bit SVC qualifier.

All of these services are covered in the 3704/3705 Assembler Language
and Macro Instructions Student Text (SR20-4512).

Supervisor Summary  The supervisor provides service facilities to level 1 and 3 routines by direct
branch. The supervisor provides level 5 services facilities by SVC interrupts
to level 4. Entry to level 4 by PCI normally causes the supervisor to search
the dispatching queues for queued work to be dispatched in level 5.

If a partitioned emulation program (PEP) is defined by the BUILD macro
operand of TYPGEN=PEP or TYPGEN=PEP-LR, a concurrent emulation
and NCP program is generated. The NCP performance may be degraded by
heavy emulation usage. All emulator code executes at levels 1, 2, and 3.
Therefore, the emulation code has priority over the NCP dispatcher and level
5 dispatched routines.

When register 0 (instruction address register) addresses an EXIT instruction
(X‘B840’), the program level terminates. If the EXIT is in level 5, there is an
additional 16-bit SVC qualifier.

Network Control Program Supervisor Quiz Using the dump provided
in Appendix C, answer the following questions. This is a self-evaluation quiz,
so please finish the quiz before referring to the answers in Appendix B.

1.  Which program levels, if any, are active?

2. For each inactive level, if any, identify how you determined that the
code was not active.

Criterion

If you could not answer both questions, you should review this section.
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Objective

Channel Adapter
Definition

Upon completion this topic, the student should be able to identify the types of
channel control blocks and program support for each type of channel adapter,
and name the user specifications which affect performance at the channel.

To transfer data across the channel interface, we must give the NCP defini-
tions of the channel adapter type and the host buffers.

The CHANTYP operand in the BUILD macro defines which type of channel
adapter is installed in the 3704 or 3705. This operand also selects the appro-
priate control block and IOS module to be included in the generation. If
CHANTYP=TYPE1 or CHANTYP=TYPE4, the generation selects the
channel operation block (COB) and the COB IOS module. If
CHANTYP=TYPE2 or CHANTYP=TYPE3, the generation selects the
channel control block (CHB) and the CHB IOS module. If both type 1 or 4
and type 2 or 3 channel adapters are installed for a partitioned emulation
program (PEP), the operand is coded with the high-performance channel
adapter (type 2 or type 3) as the first operand and the low-performance
channel adapter (type 1 or type 4) as the second operand. This channel
combination allows a high-performance channel adapter for NCP mode with
the emulation program code using the type 1 or type 4 channel adapter.

Note: The type 4 CA cycle-steal support is added in ACF/NCP, and is not
available in NCP release 5.

The HOST macro provides the correct values to be placed in the selected
control block for proper channel operation. The MAXBFRU and UNITSZ
operands define for the NCP the input area that the host allocates on any
channel read operation. The maximum amount of data in one PIU that the
NCP may transfer to the host in a single channel transfer equals (MAXBFRU
x UNITSZ) - BFRPAD. This calculation uses all allocated host buffers to
contain one PIU.

The maximum number of PIUs which may be sent as a single channel transfer
depends upon the size of the PIUs. In the previous paragraph, the example
illustrated how one PIU may use all buffers. If all PIUs sent to the host are
small enough so that each PIU and the buffer pads fit in a single host buffer,
as many PIUs may be sent in a single channel transfer as there are host
buffers available (MAXBFRU quantity).

Normally the PIUs do not all fit in a single host buffer nor will all the host
buffers be required for one PIU. A combination of PIU lengths occurs where
some PIUs require one host buffer while others require multiple host buffers.

The INBFRS operand determines the number of buffers the NCP should
LEASE for a host ‘write’ operation to the 3704 or 3705. When the number
of INBFRS is totally depleted, the INBFRS quantity is LEASED to continue
the ‘read’ from the host. Once NCP buffers are allocated for a host ‘write’
they are allocated until used by this or a future host ‘write’. At the end of a
host ‘write’ the unused INBFRS are not returned to the available buffer pool.

NCP Release 5 Data Flow 4.1



Channel Adapter 10S

Host Writes to the NCP

4.2

Host Reads from the
NCP

NCP Release 5 Data Flow

The host channel program must always start with a control command. A
‘write’ operation from the host must start with a ‘write start zero’ (WS0) or a
‘write start one’ (WS1). The first ‘write’ must be a WS0. After the first
‘write’, the ‘write start’ commands alternate between WSO and WS1 with the
successful completion of each write channel program. The ‘write start’
commands are X‘31’ for WSO and X‘51’ for WS1.

When the channel adapter receives the control command, the CA generates a
level 3 interrupt into IOS. When IOS receives the ‘write start’ (WS) control
command, the command determines that the host wants to write to the 3704
or 3705. The WS control command is compared to the expected WS com-
mand in the channel adapter control block (COB or CHB at offset X‘0F’). If
the two commands are equal, the expeéted WS command is flipped and the
enqueue count and skip count are reset to zero. Data is transmitted until a
complete PIU is received or until an unexpected control command signals an
error condition on the channel interface. When a PIU is completely received,
the PIU is passed to ‘path control out’, and the enqueue count is incremented
by 1. If an unexpected control command is received, the enqueue count is
added to the skip count. As each PIU is received a second time, rather than
pass the PIU to ‘path control out’ again, the skip count is decremented until
the count is zero.

The enqueue count and skip count fields are reset to zero by IOS when 1I0S
receives the -next. WS. control command which is equal to the expected WS
command in the channel control block.

The host can send multiple PIUs to the NCP with one host write. PIUs are
separated logically by using a CCW with command chaining between PIUs.

The host ‘read channel program’ must start with a control command. The
control command is either a ‘read start zero’ (RS0) or a ‘read start one’
(RS1). At the completion of the read channel program in the host, the RSO
command which must be sent first is changed to a RS1. The RSO and RS1
commands alternate with the successful completion of each read channel
program. The RS control commands are X‘32’ for RSO and X‘52’ for RS1.

The host does not execute the read channel program without first receiving an
attention interrupt from the 3704 or 3705 controller. The attention interrupt
is the means by which IOS lets the host know that it has data to send across
the channel.

Before the data is put on the channel intermediate queue, the data length is
checked to ensure that the PIU fits in the host buffers. IOS sets up the
channel adapter to present the attention interrupt to the host. The attention
interrupt causes the host to execute its read channel program starting with an
RS control command.

On receiving the RS control command, IOS compares the received RS com-
mand with the expected RS command in the channel control block at a
displacement of X‘OE’. If the RS command received is the expected com-
mand, IOS flips the expected RS command and purges any PIUs from the
hold queue. IOS moves as much data as fits in the host buffers from the

. intermediate queue to the hold queue. .
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Before each PIU is sent to the host, a number of pad characters is sent to the
host as a reserved area for host internal control. The count of pads is coded
on the HOST macro BFRPAD operand. Following the pad, if the pad and
PIU are less than or equal to the length of one host buffer, the IOS sends a
complete PIU (UNITSZ value). I0S never lets the host CCW channel stop,
but forces chaining to avoid a channel stop by the channel. If the end of a
PIU forces chaining, the second PIU begins in the next host buffer, with
leading pads sent before the PIU. If the original PIU had additional data
beyond a single host buffer, the data continues into the subsequent host
buffer.

When all PIUs in the hold queue have been sent, IOS presents ending status
to the host. If more PIUs are available for the host, IOS adds an ‘attention’ to
the status being sent back to the host. This ‘attention’ status indicates to the
host that a new ‘read’ is needed for the 3704 or 3705 controller. The host
responds with a new ‘read channel program’.

A second method by which the channel IOS indicates to the host that it has
PIUs for the host is to send a status modifier (SM) at the end of the ‘write’
portion of a write/read combination channel program. The SM tells the host
to skip over a NOP that follows the ‘write’ CCWs and continue with the
‘read” CCWs. These methods eliminate the need for excess asynchronous
interrupts on the channel. At the end of the read CCWs IOS presents final
status of channel end, device end, and unit exception. This facility is specified
on the HOST operand of STATMOD=YES.

The following channel programs illustrate the host channel program for a
‘read’, ‘write’, and the ‘write/read’ sequence.

Read Channel Program

CCW 32 or 52,%*,X'60',1
CCw 02,BUF1,X'60',L'BUF1

- Read Commands

CCW 02,BUFn,X'60',L'BUFn
CCW 03,%,0,1 NO-OP

Write/ Write Break Channel Program

CCW 31 or 51,%*,C'60',1
CCW 01, BUF1,X'60',L'BUF1
- Write and/or
- Write break commands
CCW 09,BUFm,X'60',L'BUFm'
CCW 03,%,0,1 NO-OP

Write/Write Break and Read Combination Channel Program

CCW 31 or 51,%,X'60',1
CCw 01,BUF1,X'60',L"'BUF1
- Write and/or
- Write break commands

CCW 09,BUFn,X'60',L'BUFn
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Type 1 and 4 Channel
Adapter
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CCw 03,%,0,1 (NOTE 1)
CCW 32 or 52,%,X'60'1
CCwW 02,BUFn,X'60',L'BUF1

-= Read commands

CCW 02,BUFn,X'60',L'BUFn
CCW 03,%,0,1 NO-OP

NOTE 1: This NO-OP is not essential for correct operation, although it may
be desirable for compatibility when the status modifier option is selected. If

- the status modifier option is not selected, the ‘write break CCW’ may be

command-chained to the ‘read start CCW’. If status modifier is selected, the
NO-OP should be included and should not be command-chained to the ‘read
start CCW’. If compatibility is desired, include the NO-OP in the channel
program and turn the command chain flag on and off as needed.

The type 1 or 4 channel adapter support requires an interrupt at level 3 for
each four bytes transferred. As the number of INBFRS is depleted, the level
3 code branches into the level 4 supervisor routine to obtain a new supply of
buffers equal to the INBFRS number. Then the ‘read’ (host ‘write’) opera-
tion continues to the completion of the host ‘write’ or another allocation of
buffers. Buffers allocated to the channel and not used by the current NCP
‘read’ are held for a later ‘read’ operation.

Channel Operation Block (COB) The control block for a type 1 and type
4 channel adapter is the channel operation block (COB). The address pointer
to the COB is in the halfword direct addressables (XDH) at X‘772’. The
control block has a negative displacement to minus X‘30’. Some of the key
addresses are identified as follows:

-X200 Channel intermediate QCB
-X‘18’ Channel hold QCB
-X'08’ Constant of XXCXTCOB
X00° Channel condition flags
X'0OF’ Next expected read start
X‘OF’ Next expected write start
X110 to X’23" External register input areas
X128 Address of first inbound buffer
X130 Pointer to current buffer
X34 Current inbound data address
X138 Address of first buffer of completed inbound PIU
X3¢ Address of last buffer of completed inbound PIU
X440 Count of PIUs passed to path control
X'42 Number of PIUs to skip on a retry
Xa4 Maximum data count for current inbound buffer
X'46’ Generation buffer lease count (HOST INBFRS=value)



Type 2 or Type 3 Channel
Adapter
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X4C’ Address of last PIU given to CSCAOUT for the host
X58’ Address of outbound PIU

X'5C Address of outbound buffer

X’60’ Address of outbound data

X‘64’ Number of host CCWs (HOST MAXBFRU=value)
X‘66’ Byte count of host CCWs (HOST UNITSZ=value)
X716’ Attention delay interval (HOST DELAY =value)
XIC Buffer pad size (HOST BFRPAD=value)

The type 2 or type 3 channel adapter uses cycle steal for data transfer opera-
tions. The facility requires IN or OUT control words (CW) which are similar
to CCWs in the host.

Host Writes When the first ‘write start zero’ is received, IOS leases buff-
ers, builds ‘IN’ control words (CWs) and sets up the channel adapter to
accept data from the channel. The ‘IN’ control words are executed one at a
time, causing the channel adapter to cycle steal the PIUs into the buffers.
During the execution of the control words, no program intervention required.

The next level 3 interrupt into IOS is from one of three conditions; a channel
stop, zero count override, or an unexpected ‘write start’ command.

The channel stop condition occurs when the channel adapter receives
‘command out’ to a ‘service in’ request. The channel stop condition signals
the end of a PIU and causes a level 3 interrupt into I0S. IOS increments the
enqueue count, passes the PIU to ‘path control out’, and sets up the channel
adapter to continue receiving data.

A zero count override condition exists when all the control words (CWs) on
the channel-in chain (CIC) have been executed and the host still has more
data to transfer. At the completion of the last control word in the CIC, the
channel adapter causes a level 3 interrupt into IOS. Since the data transfer
has not completed for this PIU, I0OS must rebuild the CWs in the CIC. I0S
leases new buffers, chains them to the previous buffers and rebuilds the CWs.
When the Cws are rebuilt, IOS sets up the channel adapter to continue
transferring data, using the address of the first CW in the new CIC. This
sequence occurs each time a zero count override is reached.

Receiving an unexpected control command is common to all adapter types
and was covered earlier.

Host Reads When the ‘read start’ is received, it is compared against the
expected ‘read start’ control command. If the ‘read start’ is as expected, 10S
flips the expected RS command and purges any PIUs in the hold queue (the
previous PIUs to the host). IOS builds the ‘OUT’ control words (CWs)
necessary to send each PIU to the host. After building the ‘OUT’ control
words for a PIU, including a buffer pad (HOST BFRPAD=value), IOS moves
the PIU to the channel hold queue. When all of the data (or enough of the
data to fill the host buffers) has been moved to the hold queue, the CWs on
the channel-out chain (COC) are executed and the PIUs are sent to the host.
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When all of the CWs on the channel-out chain (COC) have been executed,
the channel adapter generates a level 3 interrupt into IOS. IOS presents
ending status to the channel adapter for the ‘host. If more PIUs are available
for the host, IOS adds ‘attention’ to the status for the host. This ‘attention’

status indicates that a new start I/O is needed from the host.

‘Channel Control Block (CHB) The control block for a type 2 or type 3
channel adapter is the channel control block (CHB). The address pointer to
the CHB is in the halfword direct addressables (XDH) at X‘772’.
control block has a negative displacement to minus X‘30’. Some of the key

addresses are identified as follows:

-X30
-X20°
-X‘18’
-X‘08’
X00
X'02’

- X0F
X‘OF
X110
X34
X3
X3C
X40
Xa4’
X448’
X4C’
X‘4F’
X50°
X52
X554
X56’
X58
X559
XSA’
X5C
X‘60’
X‘68’
X‘6A’

PIU exception QCB

Channel intermediate pointers
Channel hold pointers

Constant of XXCXTCHB

Channel condition flags

Channel adapter select bit (first or second CA)
Next expected ‘read start’

Next expected ‘write start’

to X'25’ External register input area
Address of first buffer of current PIU
Pointer to previous inbound buffer

Address of first buffer on inbound CW chain

‘Address of last buffer on inbound CW chain

Address of complete PIU to pass to path control out
Address of last buffer of PIU to be enqueued
Address of inbound CW area

Address of first CW on inbound chain

Address of last CW on inbound chain

Address of last executed CW

Data count for last inbound buffer

Original data count in last executed CW

Inbound buffer lease count (HOST INBFRS=value)
Current buffer lease count

Number of PIUs enqueued (enqueue count)
Number of PIUs to skip for retry (retry count)
Address of last outbound block

Address of first CW on outbound chain

Address of last CW on outbound chain
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X6C’ Host read buffer size (HOST UNITSZ=value)
X70’ Host read CCW count (HOST MAXBFRU=count)
X714 Buffer pad size (HOST BFRPAD=value)

X176’ Attention delay interval (HOST DELAY =value)
X178’ Channel timeout (HOST TIMEOUT=value)

Channel Words (CW) Channel words are coded in a four field format.
The four fields in sequence specify:

1. CW type (IN, OUT, or OUT STOP)
2. Chaining or no chaining.

3. Quantity of data to be read or written
4. Address of data area

When IN CWs are built, all of the CWs are coded IN with the chaining bit
‘on’ in all CWs except the last. When the last CW completes without chain-
ing, (1) a level 3 interrupt occurs to lease more buffers, (2) the last CW is
chained to the new buffer chain, and (3) the CWs are rebuilt to point to the
new buffers. The first CW points X‘OE’ offset into the buffer to reserve
space for the event control block (ECB) and buffer prefix. All subsequent
buffers are generated with an offset address of X‘04’ into the buffer to bypass
the buffer prefix. The length field specifies the true buffer size less X‘04°.

When a PIU is received, the host forces ‘channel end’, ‘device end’, ‘without
unit exception’ by using a CCW with command chaining. This channel status
stops channel transfer and generates a level 3 interrupt. The PIU is passed to
‘path control out’. The next available CW is modified for an offset address of
X‘OF’ into the buffer, the count is modified to the remaining buffer length,
and the channel is restarted. All of the delay is transparent to the host.

OUT channel command words are used with chaining until the last CW of a
PIU is transmitted or until a host CCW is filled. The next data byte sent to
the last-plus-1 position of a host CCW causes the channel to halt transfer on
a zero count override to access the next CCW. This channel halt is avoided
by forcing the next CCW access without letting the zero count be recognized.
If the end of a PIU is reached, the next PIU must start, with pads, in a new
host buffer. Both of these conditions use the OUT STOP command to send
channel end, device end, without unit exception. Chaining is used for both
OUT and OUT STOP until the last OUT STOP CW.

The first CW of each PIU sends pad characters. The second CW addresses
the PIU at an offset of X‘OE’, following the event control block (ECB).

Figure 4.1 illustrates the NCP-to-host transfer using OUT and OUT STOP
CWs. The NCP buffer size is 48 bytes (without the buffer prefix) and the
host buffer size is 124 bytes. The first PIU is 154 bytes, the second PIU 63
bytes. In each PIU the pad is sent to the host for BFRPAD length (15 bytes
in the example). The first NCP buffer of each PIU has a 10-byte ECB which
is not sent to the host; only 38 bytes are transmitted from a first NCP buffer.
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Figure 4.1. Data Transfer from NCP to Host Buffer Units
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Type 1 or 4 Versus Type 2 or 3 Channel Adapter

There are many factors which affect channel performance, one factor being
the type of channel adapter. The type 1 or type 4 channel adapter requires
many additional communications controller cycles to execute the level 3 code
after every four bytes of transfer. More commands are also processed in the
channel, tying up the channel for greater periods of time than is the case with
the type 2 or 3 channel adapter. If the controller is not heavily loaded,
machine cycles are available for servicing the type 1 or 4 adapter, rather than
having the controller in the wait state.

Host and NCP Buffer Sizes Host and NCP buffer sizes should not need
be identical. For one thing, the NCP buffer has a 10-byte event control block
(ECB) for control fields in the first buffer of a PIU, and this size does not
match the host prefix requirements. OS VTAM requires a HOST macro
BFRPAD of 28; DOS VTAM requires 15. The size of buffers should be
related to the average size of the PIU in order to avoid unused space in large
buffers for small PIUs and avoid excessive buffer chaining and unchaining of
small buffers for large PIUs. Remember that CICS, IMS, TCAM, control
commands, and probably many user applications have a response of

13 bytes, and even control commands are short. The minimum NCP buffer
size of 44 (BUILD BFRS operand) should be sufficient for responses. The
maximum size of 248 for NCP buffers or the default of 60 may be excessive
if data requests are short. The host size should be determined as the same
size as NCP, plus the difference between the NCP control requirement (ECB
ten bytes) and the host buffer pad requirements as specified on the BFRPAD
operand.

In addition to the size of PIUs as a factor in NCP buffer size, there is a
critical factor of SDLC terminal buffer size specification. An operand of
MAXDATA on the PU macro specifies the maximum PIU which can be sent
to the device. There is an absolute requirement that the NCP buffer size
must be at least TH less than the smallest MAXDATA value. This NCP
buffer size should never be a problem unless the MAXDATA is coded in
error. Type 1 physical units have a 261-byte physical buffer (five-byte FID3
TH/RH plus 256 bytes of text), and type 2 physical units have a 265-byte
physical buffer for receiving PIUs (nine-byte FID2 TH/RH plus 256 bytes of
text). The largest NCP buffer size is 248, six bytes less than the requirement
for MAXDATA.

If PIUs are larger than the MAXDATA operand, PIUs are segmented. A
segment is a TH-plus-1 or a multiple of full NCP buffers. Segmenting affects
the NCP buffer size. Segmenting is covered later under the topic boundary
network node.

VS1 VTAM requires the host buffer size to be an odd multiple of words. The
HOST macro UNITSZ operand should not be divisible by 8 for VS1 VTAM.

Host Buffer Allocation The NCP defines the number of host buffers on
the HOST macro operand of MAXBFRU. The number multiplied by the host
buffer size minus buffer pads (MAXBFRU x UNITSZ - BFRPAD) restricts
the size of the largest PIU which can be sent to the host. There is no restric-
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tion on the size of a PIU from the host to NCP. If channel IOS determines
that a PIU exceeds the length of the host capacity, IOS sets an error response
in the PIU and returns the PIU to the source.

Another consideration is the number of PIUs sent to the host by a single host
read. If DELAY is coded as nonzero on the HOST macro, a timer is set when
the first PIU is enqueued to the intermediate queue. ‘Attention’ is not sent
until the timer expires, allowing additional PIUs to be enqueued, or until the
number of PIUs fills the number of host buffers, whichever condition occurs
first. If the host completes a write to the NCP and STATMOD=YES is
coded on the HOST macro, any PIUs in the intermediate queue are sent
before the timer event.

The delay technique has two benefits: (1) improvement in the host perfor-
mance by reducing the number of ‘attentions’ and host buffer allocations; (2)
improvement in NCP performance by reducing the number of channel initiali-
zations and termination processing of the intermediate queue to hold queue.
When traffic is light, the PIU is delayed at the channel. When traffic is heavy,
the delay is not used because the amount of data queued fills the host buffer
allocation.

NCP Buffer Allocation The INBFRS operand defines the number of
buffers to be allocated for host-to-NCP transfers. When the last allocated
buffer is filled, the NCP obtains more buffers as required. If a large number
of NCP buffers is allocated to the channel and not used promptly, it deprives
other users of free buffers and may result in slowdown. If few NCP buffers
are allocated, the NCP must lease buffers more frequently, taking required
controller cycles.

Delay See Host Buffer Allocation.

Status Modifier The STATMOD=YES operand of the HOST macro
allows the NCP to send PIUs to the host at the completion of a host ‘write’.
When a host ‘write’ completes, rather than send the ‘attention’ separately or
as a part of the write status and waiiing for a host ‘read’, the PIUs can be sent
as a continuation of the host ‘write CCW’ chain. If the NCP has traffic for
the host, the status modifier causes the host ‘write CCWs’ to chain to ‘read
CCWs’.

Channel Timeout If the HOST macro operand is coded
TIMEOUT=NONE, the NCP sends ‘attention’ and waits indefinitely for the
host to reply. If auto network shutdown support is included (BUILD
ANS=YES), the operator can initiate auto network shutdown from the panel
of the communications controller.

If the host does not reply to the ‘attention’, a timeout value provides automat-
ic entry to auto network shutdown. All current pending line operations
complete, resources are deactivated, and a ‘network shutdown complete’
message is placed on the channel queue.
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There are four types of channel adapters. Types 1 and 4 require heavy
program support, but are required for emulation programming. Types 1 and 4
have common code. Types 2 and 3 also have common code. Type 2 is used
for single processors; type 3 allows a dual interface to tightly coupled multi-
processors. Types 2 and 3 are high-performance, cycle-steal channel adap-
ters. User definition of host and NCP buiffer parameters and other channel-
related operands on the HOST macro can have significant effect on perfor-
mance.

Use appendix C to answer the following questions. Do not refer to the
answers in Appendix B until you have completed all the questions.

1. What is the address of the channel control block?
2. Is the channel control block a COB or CHB?
3. Are any buffers on the channel queues?
4. How many buffers (INBFRS) are allocated for data from the host?
5. How many buffers (MAXBFRU) are allocated for data going to the
host?
6. What is the pad size (BFRPAD) on PIUs going to the host?
7. What is the size (UNITSZ) of a host buffer?
Criterion

If you missed more than one question, you should review this material.
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Objective

Path Control Out

Upon completion of this topic, the student should be able to identify the
control blocks used by ‘path control out’, ‘path control out delayed’, ‘path
control in immediate’, ‘path control in delayed’, and describe the flow of data
in the modules.

‘Path control out’ directs the flow of path information units (PIUs) from the
channel adapter IOS to the proper destination. ‘Path control out’ uses the
destination address field (DAF) from the PIU to access entries in the subarea
index table (SIT), subarea vector table (SVT), and the resource vector table
(RVT). The ‘path control out’ routine locates the appropriate path for the
PIU and places the PIU on a queue control block (QCB) for processing by
NCP physical services, boundary network node (CUB or LUB), link schedu-
ler (SCB), or the BSC/SS processor. The ‘path control out’ module operates
in program level 3 via a branch from the channel IOS. When a complete PIU
is received from the host, the channel code branches to ‘path control out’.
‘Path control out’ determines where the PIU is to be queued.

When the PIU destination is a type 4 physical unit, ‘path control out’ en-
queues the PIU directly on the station control block (SCB) link outbound
queue (LOB). From the link outbound queue the PIU is transmitted to the
remote by the link scheduler.

When the PIU destination is a type 1 or type 2 physical unit, the PIU is
enqueued on the common unit physical block (CUB) or logical unit block
(LUB), depending upon the PIU destination.

A PIU that is destined for NCP physical services is placed on the NCP
physical services block (PSB) process queue.

If the PIU is destined for a BSC or SS device, the PIU is passed to the
BSC/SS router, which converts the PIU to a BTU and enqueues the BTU on
a device block (DVB) or a nondevice input queue.

‘Path control out’ routes PIUs to their proper destination. To accomplish this
routing, ‘path control out’ uses several tables (created during NCP genera-
tion) in conjunction with the DAF portion of the PIU. These tables are the
subarea index table (SIT), subarea vector table (SVT), and resource vector
table (RVT).

Subarea Index Table (SIT) The subarea index table (SIT) consists of
one-byte entries that correspond to the network subarea addresses. The
content of each one-byte entry is a value used to index into the SVT. The
NCP generation builds the SIT according to the MAXSUBA and SUBAREA
operands of the BUILD macro and the SUBAREA operand of the type 4 PU
macro.

The MAXSUBA operand of the BUILD macro determines the size of the
SIT. If MAXSUBA is coded 15, there are MAXSUBA entries-plus-1, or 16
entries. The first entry is always one byte of zero. The remaining entries are
filled according to the definitions of the network control program.

NCP Release 5 Data Flow 5.1
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If the host is defined as subarea 1, the SIT table offset of 1 provides the
one-byte offset into the SVT, which contains the address of the channel
control block (COB or CHB). The second subarea index table entry always
contains a X‘02’ to offset to the third entry in the SVT. All other entries are
dependent upon the SUBAREA operands on the BUILD and type 4 PU
macros.

If the BUILD macro SUBAREA=2 and two type 4 PU macros are coded
SUBAREA=4 and SUBAREA=6, the third, the fifth, and seventh SIT
entries provide offsets to the SVT table. The BUILD entry always contains
X‘01’ to point to the second SVT entry. Each type 4 PU macro generates
consecutive entries in the SVT; therefore, the SIT values for type 4 PU
macros are third, fourth, etc., in the relative subarea position. Figure 5.1
illustrates the SIT.

SUB AREA ADDRESS

1 2 3 4 5 6 7 F
00 02 01 00 03 00 04 00 00

BUILD MAXSUBA=15, SUBAREA=2

PU  PUTYPE=4, SUBAREA=4
PU  PUTYPE=4, SUBAREA=6

Figure 5.1. Subarea Index Table

Subarea Vector Table (SVT) The subarea vector table is made up of
four-byte entries. Each entry consists of a type field, which describes the
type of subarea this entry represents, and the address of the table or control
block representing that subarea. The NCP generation builds the SVT accord-
ing to the TYPGEN operand of the BUILD macro and the number of type 4
PU macros included in the generation.

The type field identifies the entry as the address of the resource vector table
(RVT), channel control block (COB-30 or CHB-30), or a type 4 PU (SCB)
of a remote link. The first entry is a value of zero, and all SIT entries with
undefined SUBAREASs index to this entry. The second entry is always the
address of the resource vector table (RVT). In a channel-attached controller,
the third entry is the address of the ‘channel control block (COB or CHB)
minus 30. If TYPGEN=NCP or PEP, the next entry is a delimiter entry with
X‘FF’ in the type field. If TYPGEN=NCP-LR or PEP-LR, each type 4 PU
(SCB) generates an entry between the channel entry and the delimiter.

Figure 5.2 illustrates the SVT.
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SVT

TYPE POOO

RVT-4

CHB-30 or
\ £0B-30

SCB
] 1

‘SCB

FF

BUILD TYPGEN=NCP-LR or PEP-LR
PU  PUTYPE=4,
PU  PUTYPE=4,

Figure 5.2. Subarea Vector Table

Resource Vector Table (RVT) The resource vector table (RVT) is made
up of four-byte entries. Each entry consists of a type field and the address of
the control block represented by this entry. The NCP generation builds the
RVT, with an entry for BSC/SS definitions of LINE, CLUSTER, TERMI-
NAL, and COMP macros, and SDLC definitions of LINE, PU, and LU
macros. If switched SDLC links are defined, the last entries are addresses of
logical units in the logical unit pool. These addresses are generated by the
LUPOOL macro.

NET. ADD. |BSC SS ADD.
TYPE, PSB
LCB
DVB
, DVB

, LKB
L CuB

) , LuB
L , LUB
LUB
LKB
, . SCB

1
1
L
FF_
1
1

Figure 5.3. Resource Vector Table .

The RVT is divided into two sections. The first section is for BSC/SS entries,
and the second is for SDLC entries. Both sections have a delimiter entry with
a type field of X‘FF’. At RVT-4 is a two-byte field which contains the
highest network element count in the table. The RVT-2 is a two-byte field
which contains the highest BSC/SS network element count.
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The first entry in the RVT has a type field of X‘00’ and the address of physi-
cal services control block (PSB). If there are BSC/SS devices, they begin in
the second position and are delimited by a X‘FF’. SDLC devices follow the
BSC/SS delimiter entry, or if no BSC/SS devices are included, the SDLC
devices follow the PSB entry. The format of the RVT is illustrated on Figure
5.3.

The RVT is located by an address pointer in the word direct addressables
(XDA) at X‘O7E8’ which points at the RVT-2. The SVT immediately pre-
cedes the RVT and the first entry contains an address of zero. The SIT
immediately precedes the SVT. The length of the SIT is determined by the
subarea mask at X‘693’ in the byte direct addressables (XDB).

Path Control Out Flow ‘Path control out’ receives control from the
channel adapter 10S. The DAF of the FIDO or FID1 is used by path control
to route the PIU properly. The first byte of the DAF contains the subarea
address. The byte is shifted as required to delete any leftmost bytes of
element address, leaving the true subarea value. This subarea address is used
to vector into the SIT to the entry for that subarea. The one-byte SIT entry
contains an index value to be used with the SVT. This value is used by path
control to index into the SVT to the corresponding entry. The SVT entry
contains flags describing the entry and a pointer to the control block repre-
senting that subarea.

The possible subarea entries in the SVT and their associated pointers are as
follows:

« Invalid subarea (entry of zeros)

» Local NCP subarea (pointer to the RVT)

« Host subarea (pointer to the CHB or COB)
» Remote subarea (pointer to SCB)

The action taken by ‘path control out’ differs for the various subareas. If the
PIU is destined for a type 4 physical unit, the PIU is enqueued on the station
control block (SCB) link outbound queue.

If the PIU is for physical services, the element address is zero and the PIU is
routed to physical services.

PIUs for type 1 or type 2 physical units are processed by a connection point
manager out (CPM-OUT). The CPM-OUT is invoked by enqueuing the PIU
on an appropriate CUB or LUB queue. The CPM-OUT branches to ‘path
control out delayed’ for conversion of PIUs from FID1 to FID2 or FID3,
segmenting as required, and enqueuing to a link outbound (LOB) queue.

If the RVT entry is in the BSC/SS section of the RVT, the PIU is routed to
the BSC/SS system router via a branch instruction.
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Path Control Summary

Path Control

‘Path control in’ is divided into two parts: ‘immediate’ and ‘delayed’. When a
PIU is received on a link, ‘path control in immediate’ is invoked by a branch
from the link scheduler. ‘Path control in immediate’ checks for a PIU source
of a remote controller (SCB). If from a remote, the PIU is immediately
queued on the channel intermediate queue for the host. If from a type 1 or
type 2 physical unit, the PIU is queued on the CUB inbound queue, and ‘path
control in immediate’ exits from level 3.

‘Path control in delayed’ dequeues the PIU from the CUB inbound queue and
determine which connection point manager in (CPM-IN) should process this
PIU. ‘Path control in delayed’ (at level 5) branches to the appropriate CPM-
IN.

All PIUs from the host are passed from level 3 channel adapter IOS to level 3
‘path control out’. The PIU is validated and if the destination address subarea
field is for a remote controller (SVT entry), the PIU is immediately placed on
the SCB link outbound queue of the remote controller. All PIUs destined for
this controller or for devices connected to this controller are checked against
the resource vector table to locate the appropriate queue. After the boundary
network node code has processed the PIU, it is passed to ‘path control out
delayed’ for FID conversion, segmenting, and enqueuing to a link outbound
queue.

All PIUs from the link scheduler are processed by ‘path control in immediate’.
The PIU is validated. If the source is a remote controller, the PIU is XPORT-
ed to the channel intermediate queue. If the source is a type 1 or type 2
physical unit, the PIU is enqueued on the CUB link inbound queue, triggering
path control in delayed. ‘Path control in delayed’ determines the session of
the PIU and branches to the appropriate boundary network node connection
point manager in (CPM=IN).

Additional information on ‘path control in’ is given later under physical
unit-to-host PIU processing.
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Do not refer to the solution in Appendix B until you have finished the quiz.
Appendix C provides the storage listing for use in answering the following
questions.

1.

2
3.
4

© N o

What is the address of the subarea index table?
What is the address of the subarea vector table?
What is the address of the resource vector table?

How many bits of the 16-bit network address are used to identify the
subarea?

What is the highest valid element defined in this NCP?
What is the subarea address of this NCP?
What is the path for a contact command for a type 4 PU?

What is the path for an ‘activate physical’ command for a type 4 PU?

Criterion If you missed more than one question, you should review this
section.
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Objective

Purpose of NCP Physical
Services

Session Hierarchy

Upon completion of this topic, the student should be able to identify the
session hierarchy, physical services components, control blocks, and flow of
data in physical services modules.

The NCP physical services component is a collection of routines necessary for
the control and/or modification of the communications network. NCP
physical services are divided into two functional areas: (1) system control
and (2) function management. The required services are selected via request
codes in the PIU.

The requirement for physical services is based upon the session control of the
network and the need to change network status. Before data can be transfer-
red through the communication network, a physical and logical connection
must be established between the origin and destination of the data request.
This connection is referred to as a session. There are four types of sessions
that are controlled by network commands. Figure 6.1 illustrates the four
session types.

Bind
Unbind

Application
Program NCP PU
P
SSlC 7S
Activate Physical 'r Eooed
‘Deactivate Physical I B
PS
BNN
Activate Physical I o
Deactivate Physical } -
LU
Activate Logical } .-
Deactivate Logical l T

Figure 6.1. Session Hierarchy

SSCP and NCP Physical Services This session is initiated with an
‘activate physical’ command to NCP physical services from SSCP and is
ended with a ‘deactivate physical’ command. The next command required is
‘start data traffic’ which enables data flow within a session. Data sent to
physical services consists of requests to change the network status. Before
any other sessions can be initiated, the links must be activated and physical
units contacted.

An ‘activate link’ session control request is required to activate a link. The
‘activate link’ request causes the link scheduler to be initiated for this link.
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Bit 1 of LKBSTAT (X‘12’) in the link control block (LKB) is set to 1 to
indicate that an ‘activate link’ is in progress. For nonswitched links only, the
modem is enabled. The LKBSTAT bit O is set to 1 to indicate an active link.

ssce NCP PU
Physical
Activate Physical Services
I
FME | -
- 4 — — — — — — — ——t——
Start Data Traffic
I
FME
—— —_— e e T
Activate Link
ctivate Lin -
FME
e — o _TVE
Contact o
FME
-~ T T T —=  SNRM
- Contacted NSA
= RR
— RR

Figure 6.2. SSCP to NCP Physical Services Command Sequence

Switched links require an ‘answer’ or ‘dial’ command, and other switched
commands which are covered later under switched support. A ‘contact’
command is required to contact a physical unit. Figure 6.2 illustrates the
request sequence of a contact command. The contact request is acknowl-
edged by physical services with a response to SSCP. The contact request also’
schedules a ‘set normal response mode’ (SNRM) SDLC command to the
physical unit by setting the SNRM bit in the CUB plus X‘1F’. On a timeout
after an SNRM, the SNRM is retried on a user-specified basis. If a
‘nonsequenced acknowledgement’ (NSA) response is returned by the physical
unit, a ‘receive ready’ (RR) SDLC command is sent to the physical unit, and a
‘contacted’ PIU is generated by NCP physical services and sent to SSCP. The
link is marked active. The common physical unit block (CUB) CUBSSCF
(X‘1E’) bit 2 (not operational bit) is turned off to indicate that the device is
available for sessions to be established. Figure 6.3 illustrates the SSCP-PU
and SSCP-LU activation sequence.
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SSCP NCP PU
BNN
PS
Activate Physical
—a—
FME
—_—— — — — ————_—— s ————_—— ] —_—
LU
Activate Logical
FME
——t — — ——-—-—————‘——--—— —_—

Figure 6.3. Activate Physical and Activate Logical Commands

SSCP and PU Physical Services The SSCP/PU session is established
with an ‘activate physical’ command addressed to the common physical unit
block (CUB) or station control block (SCB) defined by a PU macro. The
session is ended by a ‘deactivate physical’ command. The SSCP/PU session
must exist before any sessions can be established with logical units. The
‘activate link’ to the link and ‘contact’ command to the device must complete
successfully before this session can be established. Type 2 and type 4 physi-
cal units receive and respond to the ‘activate physical’ command. The NCP
processes this command for type 1 physical units (SDLC 3270 and 3767).

SSCP and LU The SSCP/LU session is initiated with an ‘activate logical’
command addressed to the logical unit.block (LUB) defined by a LU macro.
The session is ended by a deactivate logical command. This session must exist
before a APPL/LU (host application/logical unit) session can be established.
This command is processed by type 1, type 2, and type 4 physical units,
except for the SDLC 3270. The NCP performs the processing and issues. all
responses for all commands addressed to the SDLC 3270.

Host Application and LU The APPL/LU (host application/logical unit)
session is initiated with a ‘bind’ command addressed to the LUB. A ‘start
data traffic’ command is required by some types of logical units before data
flow can occur. The session is ended by an ‘unbind'. Figure 6.4 illustrates
the APPL/LU activation sequence.
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Application
Program
SSscpP NCP PU
BNN LU
Bind
——
FME
- —— — — — —— —— —
B
Start Data Traffic
T
FME
- —-——— Y —— - -t .- -  ——_—_———_— 1 — ¥ —

Figure 6.4. Bind and Start Data Traffic Commands

Physical Services Block

6.4

(PSB)

Physical Services
Components

NCP Release 5 Data Flow

BSC and SS note:

Before data can be transferred, sessions must also be established between the
host access and BSC/SS devices. These sessions are initiated and terminated
within the NCP support for BSC/SS devices via BTU commands. This
session level is covered separately in the BSC/SS Processor topic.

The physical services block (PSB) contains the process queue control block
for NCP physical services. The PSB also contains the network addresses of
NCP physical services and the host ‘system services control point’ (SSCP).
Other fields of interest are:

X00’ NCP physical services process QCB

X224 Network address of NCP physical services
X260’ Network address of SSCP

X128’ Active link count

X2A’ NCP physical services status

X3C Auto network shutdown extension

The NCP physical services component interfaces with the ‘system services
control point’ (SSCP) in the host to provide control functions for the NCP.
Some of the functions provided on the basis of requests addressed to the NCP
physical services by the host SSCP are:

o Activating and deactivating NCP physical services
o Activating and deactivating links

« Dial
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« Answer
« Loading and dumping remote controllers
« Activating and deactivating nodes attached to this controller

NCP physical services is made up of three sections: connection point manag-
er out (CPM-OUT), connection point manager in (CPM-IN), and function
management (FM) router. NCP physical services also calls the system
control router when necessary. The system control router is common to NCP
physical services and NCP boundary network node physical services.

Physical Services Connection Point Manager Out (CPM-QUT)
Physical Services CPM-OUT receives a PIU addressed to NCP physical
services. The PIU is validated and, according to the contents of the
request/response header (RH) byte 0, CPM-OUT calls either the system
control router or the function management router. '

Physical Services Connection Point Manager In (CPM-IN) CPM-IN
validates a PIU and XPORTs: it to the channel adapter IOS for the host SSCP.
All physical services requests and responses are directed to the host SSCP,
bypassing path control. When link commands (dial, answer, contact, etc.)
complete, NCP CPM-IN is triggered to change status fields and build a PIU
to inform the host.

System Control Router The system control router receives control for a
system control category PIU (from either NCP physical services CPM-OUT
or boundary network node physical services). The PIU request unit (RU)
request code is resolved and through a table lookup routine, the appropriate
processor for that request code is given control. The values of bits in the RH
and RU determine whether session control or function management gets
control. The following identifies the commands and modules for the given
RH/RU values:

RH byte 0 x11xxxxx
RU Byte 0
0D Activate logical CSDBSIL
OE Deactivate logical CSDBSTL
11 Activate physical (BNN) CSDBSIP
11 Activate physical (NCP) CSDBAPH
12 Deactivate physical (BNN) CSDBSTP
12 Deactivate physical (NCP) CSDBDPH
31 Bind CSDBSIA
32 Unbind CSDBSTA
AQ Start data traffic CSDBSDF
Al Clear
A2 Set and test sequence numbers

A3 Request recovery

NCP Release 5 Data Flow 6.5
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There are data commands addressed to the system router which have an RH
byte O value of x01x xxxx. The commands are:

RH byte 0 x0Ixxxxx

RU byte 0 Command

07 Auto network shutdown complete
50 Initialization complete

51 Switch line to NCP mode (BSC/SS)
52 Switch line to EP mode (BSC/SS)

Function Management (FM) The function management router validates
FM requests, selects a table of processors according to the RVT type field
and, by using a table lookup routine, selects the appropriate processor accord-
ing to the PIU RU request code. If the PIU RH byte O has a value of x00x
xxxx, the function manager is given control. The PIU RU byte 1 value
determines which of four FM categories is used. The PIU RU byte 2 contains
the request code. Some of the valid codes are as follows:

RH Byte 0 x10xxxxx
RU byte 0 Command
04 Logical unit status
05 Ready to receive
80 Quiesce at end of chain
81 Quiesce complete
82 Release quiesce
83 Cancel
84 Chase
CO Shutdown
C1 Shutdown complete
C2 Request shutdown
C8 Bid
C9 Signal

RH Byte 0 x00xxxxx, RU Byte 1 X00°
RU Byte 2 Command
01 Change device transmission limit (BSC/SS)
02 Change line negative poll response (BSC/ SS)
03 Change line session limit (BSC/SS)

6.6 NCP Release 5 Data Flow
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04 Change line service seeking pause (BSC/SS)

RH Byte 0 x00xxxxx, RU Byte 1 X02’

01 Contact

02 Discontact

03 Load initial

04 Load data

05 Load final

06 Dump initial

07 Dump data

08 Dump final

09 Remote power off

0OA Activate link

0B Deactivate link

OE Dial

OF Abandon connection

11 Set state vector

RU byte S:

01 Time and date
02 Remote NCP/link association
03  Set control vector/switched PU
04 Set control vector/switched LU
05 Set control vector/channel delay

14 Entering slowdown

15 Exiting slowdown

16 Answer

17 Abandon answer mode

18 Abandon dial

19 Assign network address

1A Free network addresses

80 Contacted

81 Inoperative

84 Off hook

RH Byte 0 x00xxxxx, RU Byte 1 X'03"

01 Execute test

02 Activate line trace
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6.8

Network Control
Program Physical
Services Flow
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03 Deactivate line trace

81 Record maintenance statistics

82 Record test data

83 Record trace data

RH Byte 0 x00xxxxx, RU Byte 1 X06°
04 Nonsequenced procedure error

81 Initiate self

83 Terminate self

Physical services CPM-OUT receives control via an enqueue macro with the
ACTV=YES operand. This macro is issued by ‘path control out’. This
queueing occurs when ‘path control out’ receives a PIU with a DAF destined
for NCP physical services. The PIU is enqueued on the physical services
outbound queue in the physical services block (PSB). The task entry pointer
for the PSB QCB points to the NCP physical services CPM-OUT.

CPM-OUT gets the contents of the PIU RU byte 0. If not a X‘11’ request
code (‘activate physical’), CPM-OUT verifies the PIU OAF by ¢comparing it
to the network address in the PSB at offset X‘26’.

Physical services CPM-OUT uses bits 1 and 2 of the PIU RH byte 0 to
determine the type of request. Both bits ‘off’ signifies a function management
request. If the PIU is a system control request, the system control router is
called. '

Function management performs more verification on a request by checking
the sequence number of the PIU against the PSB offset of X‘20’. CPM-OUT
assumes that the request following the ‘activate physical’ from the SSCP to
physical services must have a sequence number of 1 in its transmission head-
er. Each subsequent function management request is expected to have a
sequence number one greater than the previous request. The PSB is checked
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