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1.0 INTRODUCTION

This part of the NOS/VE Design Soecification describes the
basic design directions Basic concepts are described and for
each malor functlon the design objectives, assumptions and
constraints of the designy design approach and major NJ3S/170
differences impacting end-user interfaces are described.
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2.0 CONCEPTS

2.1 JOB

A Job 1s the vehicle through which users interface NJIS/VE.
Users may present jobs to the operating system from either batch

Inout devices or from jnteractive terminals. 1In the first case,

3 complete sequence of command language “statements is transferred
'from the Iinput device ¢to system mass storage for subsequent
‘processinge In tha second casey command tanguage statements are

7 interpreted a statement at a time as they are read from the
terminate.

‘n’ A Job is comorised of a user defined environment and a systen

defined environment. The user definad environment consists of

system command {anguage statements and variables which describe
and direct the user®s computing processs The system deflined
environment consists of a set of system orlented structures which
permit the ooperating system to uniquely jdentify, monitor and
account for the user computing session. ‘

Important asnects of a job include?
@® Access control
- Each Job runs on behatf of a single validated user$ a wuser
is identitied by (<family name> <user name> <pro]ject name>

<account name>).

- User identity is validated at the time the Job is initiated
3 and relied uoon for the duration of the Jobe.

.= The wuser validation process determines a definition of the
P job*s “restriztions and caoabilities that is inforced during
¥ job executione.

- A system security tevel! governs the validation process in
determining user access and the type of programsy resources
ﬂ and data that may be used. -
e Job elements
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2.) CONCEPTS

2.1 JOB

Every Job <consists of multiple taskse A
asynchronous component.of a jobe

al ;vls the only

Jobs are b~oken down into tasks for protection,
serjalization, mul tiprogramming and mul tiprocessing
purposes.

Every job has a controliing system task responsible for
orderly termination of the Jobe.

# Scheduling

All batch |Jobs are queued prior to entry into the systenm

and selected for execution based on user supplied priority,

class and mode.

Batch and interactive jobs are preemptively scheduled. The
scheduler ls parameterized to allow sites %o tune their
systems to their needse.

& Multiple sources

Users may submit a 1Jjob from any terminal or host in a
network to any other host using 3 Jogical i1dentification
parameter {family name)e

Job output Is automaticatly returned t0o the host system and
submitting terminale.

Jobs may be submlitted from executing Jobse. This process
allows a basic Job sequencing capabilitye

& Resource allocation

Resources a*e allocated and dealiocated dynamically during

job execution.

Resource allocation limits are determined during validation
on 3 wuser/account/project basise. These $imits may be
further constrained expllcltily by job commands and
requestse

@ Logging

Global 1fogs are maintained for the system and include data
describing the entjre system workload activitye. Job 1logs
are provided for each Job and descrlbe job activitye.

Company P~ivate Rev 3 Feburary 79
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2.1 JoOB
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- Logglng IiInformation s separated into two classes, coded
information for display processes and binary information
for compression purposes.

= Logs provided inctude?

e« Global logs
System ltog (“system davfile™ in NOS/170)
Accouat 1o0g (Taccount fite/log™ ia NOS/170)
Engineering tog ("error log*” in NO0S/170)
Statistic tog
e« Job-local logs
Job fog ("Job dayfile™ In NOS/170)
Job statistic log
& Job classification
- Job class Is the way of delegating priority.
- Job type is the way of determining the system capabitities
0 avallable to the jobe A transaction Jobs for example, may
have different services than a batch jobe.
- Job mode Is ejther interactive or batch.
& Job naming
A job is identified by:?
JOBNAME.USE_ID.SYSTEM_ID
JOBNAME 1Is a user suppiied fleld which must be given for
batch Jobse. It [s assigned by the system for interactive
jobs (terminald.

USER_ID 1s the combination of user name and family name
which together form a unique user jdentification.

SYSTEM_ID is a uniaque system identifier provided by the
system and may be used by the system operato~ for
controlling jobs.

& Recovery .

Several levels of recovery from system fajtlures are provided
by NOS/VE and iaclude?

- Recovery of Jobs from the flast system checkpointe. The
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checkpoint may have been Inlitlated by the operator, the
system, or the on-line monl tor for hardwa~e or
environmental! reasonse.

= Recovery of 3 single job from the last user checkpointe
= Recovery of job input and output queues.

Error detectlon capabliities provided by CYBER 1380 hardware
increase the integrity of recovery operationse.

2.2 PROGRAMS/TYASKS

A program s a set of object modules and/or toad modules
organized to perform some specific function (e.gey compile COBOL

Statements). . 7
mlocree 7T

. A task 1is the execution of a orograme Tasks are the only

asynchronous execution elemen? supported by NOS/VE. Tasks are
protected from ove anothery, can be dynamically created and
destroyed and can communicate and synch~onize wlth other tasks
using system suoplied reguests. -

The use of tasks as the basic NOS/VE execution efement
suoports the transactlon processing mode regquired of NOS/VE.

Important aspects of a program/task include?

e« An object program is prepared for execution by the Iloadere.
Each object program may have iIts own 1]lst of object llbrar]es
which are used to resolve external referencese.

e« An object module or joad module is oroduced by a compifier and
- or linkage editor and consists of an instruction sections a
binding. section and a norklng storage sectlon. The f(oader
assigns (;ecflons to segments/ prior to executlion. The
instruction section Is not modified and can be shared between
taskse Each task will have a private cooy of the binding and
working storage Informatjione.

e An object library contains multiole toad modules and an entry
point dictiona~y for those modules. A ljibrary is contained
within a single protection (level (RING). The protection
attributes are part of every flle catalog entry. Entry points
avajlable %o levels with less privilege are referred to as

gated entry politse Only fibrary entry points may be gated.
ViR ST R
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« Each obJect oprogram will typically consist of user supplied
object modules and operating system modules. Operating system
modules will be oprotected from and wit! execute at a more
privileged level than user modules.

e« NOS/VE Job local queues are used for communication between
taskse A short message or an entire segment may be dassed
between taskse.

The distingction between a oprogram and the execution of a
program is maintajned for the following reasons?

« Multiple executions of the same program can be requested and
the calling task must be able to jidentify each execution.

e Single execution of a program (serialization) can be enforced
by the system.

« | Tasks perform work on behalt of a calling taske The called
task must be able ¢to inherit oriority, privilege and
accounting attributes from its caller’ f.eey 3 user task calls
3@ system taske.

2.3 EILES

Flles are a loglcal contalner for data and/or a source or
destination for datae. NOS/VE supports permanent fites
{reglstered with the system In a catalog and saved for subsequent
access) and tempo~ary files (discarded at job termination). The
file system provides a data path to 3il! peripheral devices and
provides a set of device-independent functions to aoplication
programs and end userse.

Important aspects of a flle iInciude?

e« All permanent files have a single owner. Onily the owner |s
altowed to change the definition and identification or to
delete a file. The owner atso specifles and malntains the
access control. ‘

e« Access control lists are the primary mechanism used to manage
access to permavent files. The owner can generate an access
control 11ist which specifies the identifjcation of use~s who
can access a3 file and states how they may access ite.

o Each permanent fije Is identified by a permanent file name,
The name can be up to 31 characters In length and is unlgue

i e S
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relative to the catalog iIn which ¢the flle is registered.
Multiple wversions of a permanent fiie may be reglstered under
one permanent file name. Each version is calied a cycle, A
tocal file name (LFN) is a3 name used within a Job to identify
a file to be accessed.

e« All files porocessed by a Job are represented by a ¢tlle
descriptor that contains the attributes used to descride and
manage the content and processing of fifese. The descriptor
for a permanent flle Is retalned for the 1ife of a3 file. Use
of the file descrintor 23llows 3all programs (eegee EDITOR,
COMPILER, command {§anguage, aoplication) that process a file
to Interrogate the descriotor and determine file
characterlistics that affect their processing. This
consol ldates specification of attributes with the tile
management tunctions and eliminates the redundancy and

~complexity associated with having the user restate attributes
to every progran that processes the flle.

e« The organization of a flle defines its logical structure, It
Is based on the way data 1Is placed or tocated In the tile by
the Basjic Access Methodse. The basic ¢file organizations
prov jided are?

Seguential

Records are stored and retrieved In the order in which they
are presented to the flle systeme A sequential file can be
assligned to any one of the types of devices available to a
user (disk, magnetic tape, terminal)e Forward or backward
positlioning by number of records/tape
marks/blocks/partitions s allowed. Hhen a positioning
function iIs not meaningful for a device {(such as terminal),
it is accepoted and ignored. Delete and rewrjite (same
length) of the current record are allowed on disk fijiftes.
Partial records are supported and one {evel of partitioning
is avaijlable.

Space Is aljocated to a sequential flle as the wuser
transfers records to the filee The records are logically
contliguous within the file. Disk space allocation and
disk/tape volume switching occurs as necessarye.

Byte-Addressable

Records are stored and retrieved based on the byte address
of the start of the record. The fite is viewed as
contalining =ontinuous sopace for data (a string of bytes).
Bytes wlithin the flle are numbered 1 to Ne A
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byte-addressable file can only be assigned to 3 mass
storage device. It can be accessed randomiy by byte
address or sequentially. Forward or backward positioning
by number of records/partitions is aliowede.

Delete and rewrite. (same f{(ength) of random records 1is
alloweds. Partial records are supported and one jevel of
partitioning is available.

Space |ls allocated to a byte addressable flle based on a
comparison »o5f the specified byte-address and the current
end of information (ECI)e If the byte address [s greater
than EO0I, the flle iIs automatically extended. The records
need not be logically contiguous and therefore areas 1in
which the data is undefined can develon.

Random and sequential access can be mixed within 3 fite
{(positioned randomly foltowed by sequential ~ecord
access).
e« Access to flles may be .record oriented (via GET, PUT),
physically oriented (via READ, WRITE) or segment oriented (via
machine memory reference operations)e.

Record and Read/Write Access

This type of access is the primary use~ interface to files
and requires usage of the file management functions such as
GETs PUT, READy, HWRITE to0o transter data between a user
memory area and a filee. This access mechanism oprovides
buf fering, error handl ing, record managementy and
management of the structures of the various tile

organizations. Access [Is avallable to a varjety of
per Ilpherals - tapey RMS, terminal, etc.
Seament Access

Segment access is available only for mass storage fites and
allows a ftile to be assoclated with a virtual memory
segment and ~eferenced with machine instructions. The user
is responsible for Interpreting and/or creating the content
of the file. The movement of data between virtual memory
and the external file {is maniaged through ¢the memory
management functionse.

Company Private Rev 3 Feburary 79

e
NN OOBNORE WN -

NN NN S s s e e
WN OO D~ V&

NN
~Novwnm &

WNWWWWNN
WN O OwW

N
'

EENNAWNAN
OO0 Nt

2 2l o o ol o o)
NONENN

&8
o »




2-8
NS /VE DESIGN SPECIFICATION

R - 03705779
2.9 CONCEPTS '
2.% SEGMENTS

L 2 2 2 L 2 2 2 2 - L 2 2 X 2 2 o r o I £ X 2 2 2 T X - 2 X ¥ J - -

2.4 SEGMENTS

Virtual memory is organized as a set of memory segmentse
NOS/VE manages both temporary and permanent segmentse

Temporary segments contain temporary data such as warking
storages heaoss etce They are managed by expliclt segment
management requests and exist no fonger than the tife of the job
In which they are createds Temporary segments allocated by ¢the
user are \limited to Ready Writes, Read-Hrite, and Execute
orotection. el

Flle segments a~e used for referenclng data In a temporary or
sermanent mass storage file. They are implicitly managed dy the
operating system as a result of an explicit fifle management or
task management request (e.ges ATTACH a flle, 10ad a orograml.

Code segments are allocated by the loader and have Read and
Execute access.s A temporary code segment cannot be shared,
whereas a file segment containing code may be shared.

A1l active ‘segments are backed oy alloca?ed mass storage
commensurate with current segment slze. Currént sSegment size |is
determined by the fargest byte address referenced during the ljife
of the segment. Segments expand and contract linearlys: they do
JQot contaln unallocated empty Spaces.

Alt active segments are asslgned a segment number. The
segment number is sart of the Pr~ocess Yirtual Address (PVA) used
to reference a byte In a segment, When seqments are shared among
taskse It Is likely that a different segment number will be
assigned to each instance of the segmenf In the varjous task
address spaces. The user has no control over assignment of
segment numbers. _

| Permanent file segments may be shared among tasks of one or
/more jobse Temoorary segments may only be shared among tasks
mithin a Job. Ready Write and Execute ring brackets may be set

.differently for eafh _Yask which has access to a_ shared segment.
. Read and Write protection may be specified differentiy for each

fask which has access to a shared segment. For a given segment,
Write and Execute orotection attributes are mutually excjiusive.
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2.5 ERROR_HANDLING

During execution a procedure may encounter a set of error
conditions which orohiblt it from continuing In ¢the normal
manners, Exampljes are an attempt tO divide by zero, or being
Jnable to find a necessary. file In the storage systeme
Circumstances that are abnormal for one procedure may be quite
normal when encountered in a different procedure. If it is
ynable to continue, 3 procedure will want to notify its caltter and
others of its ancestors that an unusual occurrence has taken
olacee

The 1large number of error combinations requlre that detectlon
and notjification be done in a wuniform manner throughout ¢the
system, Status and conditions represent two basic methods which
are used for error detection and notjification within NOS/VE.

2¢5.1 STATUS

The general approach for handiing errors is that the detector
of an error shall return all relevant i{nformation about the error
in a statuys variable. The status wvariable is a record that
contains a status codey, a detecting product identifier, a message
identifier and optional additional message text.e All major
intertfacesy both orogram (PASCAL) and command (SCL) must provide
for a status varlianle.

2452 CONDITIONS

Status codes enable a procedure to take action on an unusual
occurrence after the procedure encountering the occurrence has
returneds It Is sometimes necessary for a procedure *to galn
ctontro! |[mmediately upon encountering an unusual occurrence.
Conditions are the mechanism which supoort this feature.

Conditions are divided into classes whlich Include hardware,
system, 1l3anguage and user. The condition mechanism is activated
nhenever one of these conditions is detectede The standard task
environment will take default actlon on these occurrences 1If user

processing is not selected.
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253 PRINTED MESSAGES

The tyoe of error reporti%g that most users first encounter is
message oprinted on thelr terminal or dayfite. In order to

insure uniformity in message handlings all software components

use

a system message generator whose primary input 1s the status

record.

2.6 SYSTEM EXPANSION

To

A base system that can grow and change over time s required.

allow for system expansiony, a set of mechanisms are used that

alltow it %0 be extended,

1)

2)

N

4)

PASCAL s the orimary system ‘implementation fanguage. Its
data typing facilities make ([t more extendabple than other
non-typed higher level §anguages and assembly fanguage.

The flexibility ot the CYBER 180 segmented address spnace
allows the easy mixture of multiple Independent unlts of code
in the same addressing context, Code may be included within
the same add~ess space and still be protected via the ring
and key/lock segment attributess The segmentatlon addressing
mechanism afis> allows the instryction portion to be sha~ed
among all users? that {is only one physical copy of ¢the
Instructions exlists 1In a single mainframe regardless of how
many users are currently accessing ite TYhis combination of
sharing and orotection of instructions Inside an addressing
context allows 3 module to execute In its most convenjent
environment with negligible overhead,

The tasking facility of the operating system provides a
synchronous or asynchronous component of a Jobe This may be
utilized by any user Joby by a apollcation program running In
the normal use~ environment or by the system ftself as a
mechanism for dynamlcally organizing work to be performed.

A 1ist of 1tibrarjes to be utilized for satisfying external
references may be specifled at task Initlation time. The
libraries specified in this list may be generated by the user
or may be system providede The user has the caopability ¢to
add tos delete from and order these library lists, thereby
allowing replacement of a system provided module.

The command interface to the system Is designed in such a way
that new user commands (f.e.y» command procedures) are
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syntacticly equivalent ¢to system defined commands. This
allonws part of the Interface to the system to be developed as
command language procedures.

2.7 SECURITY/PROTECTION

A basic objective of NCS/VE is to oprovicde efficient safe
services to multiple wusers simultaneously and asynchronousiy.
Levels of service to be provided range from comolete isojation of
users from each other to controlled sharing between cooperating
Jserse. 1In order to allow 1hls range of service 1tlevelsy, the
system has adopted a general access control strategy or security
model which serves as the conceptual basis for the detaited
impliementation of all the 2access control mechanisms {in the
system.

The access.control strategy is based on a conceptual access
contro}l matrixe. Rows of the matrix represent all possible users
of the system ory 3s they are knowne In the access control model,
subj] ects. Columns of the matrix represent all possible “things®™
that can be accessed In the system ory, 3s they are known (v the
access control modely, objects. Each elemen?t in_the matrix is
identified by a (subjecty, object) pair. Each element in the
matrix contalns the valild kinds of access or access rights that
the subject has to the objecte Consider an example?

P T P T S T T P T e 2 ococeoceevcoceoaee$

H OBJECTS H
jeccccctmmccccccmccc e e e pm - +- -1

§ USER 1! USER ! FILE ¢ FILE § TAPE !

t A H B8 t C i D ! DRIVE 1

SUBJECTS 1 L] { i ] E H
T L T s e e LT T 3
! ! ! OWNER ¢ i OWNER 1

USER A 1 § ADMINISTRATOR ? ReHW § USE ¢
T e T + - T e T T Y

1 H i ! OWNER 1! H

USER B 1 ] H R ! RLE 1 ]

In the examples user A Is the administrator of user 8, the
owner of file ¢ and tape drive E« A can read and wrjte C and use
fe User B can read file C and owns and can read and execute fifle

De Every access every subject makes to every object is validated

via the access control matrixe The access is permitted onty 1if
the corresponding access rlght Is In the aooropriate element i(n
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the access control matrixe.

Obviouslys the operating system cannot maintain a physical
matrix which ls coasulted on every access. A variety of features
of the system archi tecture fnteract to implement *the conceptual
access control matrixe Major features 2f the NOS/VE include?

;g i LN «d’ém,y

i,

@ Securl?y leve[g

WWM ey

SecUrity “Tevel is an attribut2 of the system, use~s and
system elements {(e.ge.y files, devices).

The security Jevel of the system |[s established by an
authorized operator.

The owner o5f a system element specifjes its security
fevel.

A user Is wvatidated to access the system at speclfic
security levelse. The login process establishes a security
level to be assoclated with a batch job or Interactive
session. : ‘

Security levels are always checked when validating a user®s
access to the system or system eliements. The security
fevel of the system and wuser must correspond ?to the
security tevel of the system element on order to gain
accesse. The wuser must also be permitted to access the
svstem elemeﬂt. - ‘

A e

‘a user mUSt Bé known before galnlng access to the system
the resources a user can wuse are a function of user
controlsy accounting controlsy the current state of the
systemy, and the securlty level of the system

an attrjbute of every user is the 1lowest ring number of
execution executione This controls functlons avallable to
a user.

moditicaton to the user validation Information may oniy be
per formed by the systemy account and prolect adminlstrators
who control the user®s instaliation .

N

Ry,
& Flle svstem*

“afl files in the system are owned by a single user

access to permanent flles ls reguiated by an access control

1ist that |js associated with each file. The file owner

establishes the access control! list. It contains the names

(user Jdentiflcation) and access rights of allt wusers

permitted to access the file.

all flles have one or more ring brackets assoclated wlth

them which a~e used as quajifiers to fite access

e It a flte i1s readable, then it possesses a read b~acket
which defines those rings in which {t can be read

e« if a file (s writable, then It possesses a write b~acket
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which defines those rings in which {t can be written
e It a file {s executabley then It possesses an execute
bracket which defines those rlngs In which [t may
execute and a call bracket which defines those rings
from which It may be called ‘
The ring brackets associated with a file are speclifled by
the owner of the file. However, the file system will not
allow any user to specify any ring bracket of higher
prlvllege than the ring In which the user (s executinge.

¢ %qmenf tranaqemenf w"

Mm«-ww AR,

#I'1é accessed through the virtual memory mechanism,
?he file protection attrjbutes majintained by the fitle
system are used by segment management to bulld the segment
descriptor table entrjes used by the cPuU address
transfation togic when referencing the segment. The
attributes the fite system software have maintalned are
continuousiy enforced by the hardware when the file s
belng referexcede.

- The 1loader accesses all object (libraries through the
segment level access facillty of ¢the file and memory
management systems, It also uses segment managemeat to
create the ftransient segments that are used for the data
areas of the executing programe. The loader {s responslible
for creating these segments wlth the correct protection
attributes to assure proper executjion and protection of the
programe

2.8 VIRTUAL ENVIRONMENT

Virtual Environment 1ls defined as the shared use of a CY3ER

180 mainframe by NOS/VE and NOS/17) or by NOS/VE and N3S-BE/170.
It oprovides the following capabilltiess

AR migration 3alid to assis?t user and application conversion to
CYBER 180, Jobs and files can be transferred between the two
environments,

Yo oprovide CYBER 180 product features prior to developing the
CYBER 180 counterpartse NOS/VE refjease {1 will suoport Job
entry and disoosal, operator communfcation and networking by
“front-ending®™ NOS/VE software., Communication and toca! batch
facilities provided oy CYBER 179 are used by NOS/VE.
Important aspects of the virtual environment ares

The design base Iis a tinked mainframe perspectivee. This
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implles two distinct systems with well defined and controljed
interfaces between them, WHhenever opossibley iInte~faces
between functjons are ‘symmetric between 170 and 180
environments.

e« Users and ope~ators are aware of the two environments. From
the users perspectiveys, a Job iIs elther a CYBER 170 Job or a
CYBER 180 joby a file is either a CYBER 170 file or a CYBER
180 flley, etce Explicit CYBER 180 and CYBER 170
commands/requests are avallable to Interface to the opoosite
state (eegey route a filey, submit a joby, status a submitted
joby, get a copy of a file). Location 1s Included as a
parameter.

e« Instattlations have options (post version 1) as to “front-end®™
functions that are performed by the CYBER 170 or CYBER 180
systemo Examples include {input/output spooling, operator

controly, network management, etc. Inltially, NOS/VE requires

some of these functions In CYBER 170 state due to development
constraints,.

e Memory, PP®s, zhannels and peripheral devices are partitioned
between the 170 and 180 operating systems. Dual 3ccess
controflers may be solit between states. Explicit system
and/or operator functions are required to alter the respective
conflgurations (eegeo operator action to reassign
peripherall.

e Internal interfaces and mechanisms for communication between
the states are under system control (reauested via O0S
serylces).

e An interactive or remcte batch terminal user can lJogin to
either the CYSER 170 or the CYBER 180 operating systenm.

e One MCU supports both states. Each envi~onment maintains its

usage and error jog information for each system component that
is elther wholly onwned or shared.
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3.0 EUNCTIONS

3.1 ,JOB MANAGEMENT

3e1.1 GENERAL RESPONSIBILITY

The Job management function is responsible for controlling the
execution of Jobs. These func tions Inctlude scheduling,
initiationy, command statement interpretation and termination of
jobse Job management supports command and progaram jinte~faces
which allow Jjobs to be created, submitted for execuytion,
statused, and terminated.

3«1.2 GLOSSARY -

System Command Language (SCL) - The 1language with which the
external user communicates with the various components
of the operating system.

Protog — A set of zommands that are processed automatically by
the SCL interpreter on behalf of the user when 10gging
ine

Epitog = A set of commands that are processed automatically by
the SCL interpreter on behalf of the user when 15gg9ing
oute

SCL Interpreter = The set of system routines responsible for
processing statements written In SClL.

Standard Input File = The file specified as Input on the submit
' command. It s the source of commands for the SCL
{nterpretere.

ST 1e which  is  processed  as input by the SCL
interpreter.

Atternate Input Fjle = Any file other than the standard inout
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3.3 FUNCTIONS O
3.1.2 GLOSSARY :

Current 1Input File - The file currently being processed as input 1
e by the SCL interpreter, 2
w 3

Pesource, Non-preemptible - A resource which cannot be given up L
to other jobse Tape drilves and private permanent files 5

are examples of non-oreemptible resources, 6

7

Resourcey preemptible = A resource which can be given up to other 8
jobse Memory, system table spacey processors and 9

channels represent preemptible resources. 10

11

12

3.1.3 DESIGN OBJECTIVES 13
is

15

e Recovery of executing jobs, queued jJobs and queued job outout 16
s a major design parameter In the definition of Job and 17

system structurese. 18

' 19

e« NOS/VE supports an execution environment whlch inctudes 20
transaction, Interactive, and batch jobs. 21

o 22

e« The design will provide a reasonable compromise in terms of ZSCKW
time and space required to schedule and allocate.resources in 24
a timesharings, . batch and ¢transaction environment whlch 25 .

contains many jobs and resources with conflicting 26
requirements. The following guidelines are used in scheduler 27
desliogn? 28

29

- Allow tasks to regquest or release a number ot resosurces 30
-wlth :a single operation for both efficiency and deadiock 31

prevention, 32

- Where approprlate, allon a resource ¢to be accessed in 33
either sharahbjie or non-sharable mode, 34

- Allocate resources on a priority basise. 35
= Make minimal restrictions on the user. 36
- Avoid idle resources. 37
- Afllow a task to continue processing after a resource 38
-request. Is denledy It the task can do so. 39
L0

« JOb management alliows the user and/or system a way to alter u;
the environment of a Jobe This Includes commands available, &2
fites avajilable, default values for schedulingy run time L3

1ibraries available and fimits on varjous resourcese. Ll

45

e Complete Jjob status {nformation relative ¢to submitted and 46
executing jobs nwust be avaitable fo~ users and operatorse. 47

48

49
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3.1 .4 ASSUMPTIONS AND CONSTRAINTS

AP AD AP BB AP GY SP A9 A EB CDEP "> D G O - e A D D P APED D DD GD SP WP WD CPAS NP SP > G wP -p sy v -

Jelel ASSUMPTIONS AND CONSTRAINTS 1
ks 2

3

e The batch Job deck structure of NOS/170 s used for NJIS/VE. L
The degree of compatibility Is influenced by? 5

6

- A NOS/VE objective jis to make the batch and interactive 7
Interface compatible. The NOS/170 structure {s batch 8
oriented and In some cases may compromise interactive 9

Inter facese. 10

11

= Support of the multipart file on input causes some ss>ecjial 12
case handling by the system. 13

1%

= NOS/170 uyse~s are making more use of procedure files and 15
interactive access. By the mid 1380°s the {importance of 16

the original deck structures will have diminished. 17

: 18

-= NOS/VE supports one level of partitloning within the input 19
fitles 20

O 21
22

3.1.5 DESIGN APPROACH 23
- 24

. 25

A Job represents a basic unit of work which can be directed to 26

a soecific mainframe within a configuratione Each job runs on 27
behalf of a single user. The user jdentity is authenticated at 28
job initiatjon and is relied upon for the duration of the jobe. 29
30

Af1! Jobs are protected from one another, Jobs compete for 31
resources on a priority basise The system maintains a clear 32
distinctlon between preemptive resources and non-preeaptive 33
resources. Real memory represents a key preemptive resource 3y
managed on a Jjob basise. {Pa in a system responsibility, Is used 35
for managing real memory within a job and in ral reolaces 36

overlays as a memory managemenf techniques. {Sn]wpingwls used for 37

wanaging real memo~y across muitiple jJobss allowing the system to 38
have more Jobs initiated than the memory can holde. 33
(A
The scheduling functions are perijodically actlivated allowing 41
for reevaluation of resource usage and Job priorities. Afl batch G2
jobs are aqueued oprior to entry into the executlon queue and L3
selected for initiation based on user supplied opriority, class 4y
and mode, Provision is made to also execute an installation 45
‘Di defined procedure as part of the Initiation processe. k?
4
The NOS/VE procedure capabliiity 1s the mechanism by which 43
Jsers can provide an external Interface orjiented to soeclial 49
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3.1.5 DESIGN APPROACH

functions they require. Consistent conventions for calling and
defining command language procedures are defined.s The Syntax of
calls to command language procedures is identical to that used
for calling system oprocedures (command language procedu~es or
pascal procedures)y, thereby eliminating barriers between the
Intertface provided.

The Initiat zharacteristics of the Jjob environment are
cataloged within the system according to user namee Included |In
the user description is a set of commands that are interoreted
before any user commands (excluding 1ogin) are processed. These
commands are referenced as a prologe This allows detfaults,
search 1lists, time 1Jimits, exception conditions, additional
securlty checkingy, etce to be uniaquely established for each ]Job
in an automatic fashion. The name of an enilog procedure is also
incliuded for handling cleanupe flile routing and other services at
the time of job termination. Each user can supply the prolsg and
epllog procedures for tuning the environment of jobs whizh run
under his user name.

Included In the Job environment are a set of system
established flles (iInputy outouty Job 10gy eeed)sy Segments (task
services codey, Job Jocal tablesSy eece)y varjables (command status,
rerun sStatuse eee) which have wunique names that the job can
reference on system commands,

A NOS/VE batch Job consists of an SCL opartition followed by
any number of data partitionse.

Jobs defined for NOS/VE which orjginate from C170 will be
oreceded by a routing partition. This partition contains a
single record which is a C170 job card.

The C1i70 job card must be of the following form?
JOBNAME 4ST<ID>4 IC<cSE !>,

wheret
ID - specities a iogical ID of the destianation
majnframe

cset - ldentifles the character set in which the command
partition 1is coded, Supported vajued fo~ cset
aret

AS6 -~ NOS 6712 ASCII

AS8 - C170 8/12 ASCII
DIS ~ disolay code
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O 3.7 Funcrrons

3.1.5 DESIGN APPROACH

-y a» ey e > - - AP S S & -~ o a» o o v - av v &> o

Each orlgin system has its own defauit value for
IC.

3.1.6 NOS/170 DIFFERENCES

System Command Language <= The oblective to producze 3an
interface which is more consistent, more usable and less
~edundant than the NO0S/170 interfaces has resulted In command
language syntax incompatibilitiese The improved (interface will
~esult In improved usabillty and reliabillitye.
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3.2 EILE ROUTING

3e2¢1 GENERAL RESPONSIBILITY

The file routing functjon is responsible for routing queued

(spooled) files to the proper physical locations for disposal

or

execution. Routing may be directed implicitly by installation or

system conventions or explicitly by Jser commands

and

parameters. Destinatlon: addresses may specify logical
characteristics such as "“ASCII tine printer”™ or “"terminal 1logged
In by user ABC*, Files may be routed among mainframes connected
by network or other jink mechanismse The status of these various
files may be disdplavyed and certain of their characterjistizs may

be altered by commande.

3+2.2 GLOSSARY

. Ba}ch device: 3 remote batch terminal or a set of ftocal
batch deviceses A batch device is "fogged In™ by an operator

who may submlit lnput flles and reclieve output flles
behalf of other userse.

on

e Executing Jobt a Job ¢that [Is Iin some stage of executing

user specified activities,

e Input file or Input jJobt a queued file having execution as

its next processing stepe.

e Output filet a queued flle having disposition to an outpu?t

device (printerys punchjyeee) as its next processing step.

e Oueued filet a flle residing on intermediate storage
(normally system disk) after inputting from or sefore

outputting to a terminating device such as a card reader

or

printer. While the fife Is on Intermediate storage, it is
known to the systemy which selects these flles for further
processing (executiony printingseee) based wupon sonme
schedullng discioline such as first=in-first-out, oriority,

etce Queued flles are elither input flles or output files.
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3+2¢3 DESIGN OBJECTIVES

The ftile routing functlion will provide flle and Job routing,
vislibllity and contro! capabllities.

e Routing

of input jobs to varjious connected mainframes {in order

fors

- Jobs to have access t0 needed resources (certain
opermanent fites, certain CPUs, perjoheral devicesqyoecs)

- the system to allocate Jobs to computing resources for
load leveling purposes

of outout files to varlous destinations or devices in

order to?

- make the fijes accessible by the routing user

- make the files accessibie by other users or members as
desired by the routing user

- cause the file to be disposed in a desired physical
format

e« Control

of input joos in order to allow?

- reconfigu~ation of multimainframe resources to . various
mainframes (e.ge.divert Job specifled to execute on
majinframe A to mainframe B)

- alteration of the order in which Jobs will be sefected
for execution

- dropping or purging of Jobs

of executing jobs to allow?

- drooping or purging of Jjobs

- alteration of the service fevel which Jobs will get in
regard to system resources and services

of output fifles to allow?

- reconfiguration of output devices (e.ge.divert outout
nominally destined to terminal A to terminal B)

- alteration of the order in which files wil] be disoosed

o« Visibillty

of the current status of input Jobs, executing jobs, and
output flles In order to permit informed control over jobs
and files
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3e2e4 ASSUMPTIONS AND CONSTRAINTS

e A batch device operator or Interactive terminal operator who
submits batch jobs must have full visibitity 3and 11imited
control of all Input and executing Jobs orlginating from the
terminal and al! output ¥flles destined for the terminal -or
device,

e« TYhe Job owner {user speclfied on the Job statement) must
have full visibitity of ali owned jobs and tiles rega~dless
of how they were submitted or routed.

e The system operator must have full visibility and limjited
control of all jobse.

e A "tile 1abel™ Is present on output files and {s available
to agencies that dispose outpute This tabetl contains
Information that s relatively Independent of any speclific
instance of file dispositions This aoolies to things like
internal character set.

e The batch capabilities of the system incliude an ability to
define a set of devices (ee«ge2 card readerss 3 printers)
that can be *"logged iIn™ under one member ID "without
violating the assumption that only one person uses a given
user or member ID.

e Both commands and procedure calls must be provided for flie
routingy contro! and visibility functionse Commands and
procedures must have equivalent capablliities.

3«25 DESIGN APPROACH

Inputy executing and output fliles each have a set of
attributes which determine their routing and dispositione Some
attributes are speclfied at the time the flle Is routed, and
others are speciflied by other mechanismse All may be included in
status information to keep users and ooerators apprised of the
orogress and status of the Jobs and filese Certain attributes
may also be aftered after the Job or file has been routed. The
foltowing subsections describe the routing-related attributes and
the conditions that must be met for their status to be displayed
and for control over them to be exerted.
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3e2e5.1 Input File Attrjibutes
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3.2.5.1 Input File Attributes

Existencet whethe~ the file Is known to the system. Ability to
control existence Is the ablility to drop or purge the file.

Name? the name by which the flle [Is known, Thls nazre |s
displayed in status information and is used in control commands
to refer to a pa~ticular Jobe The file Is given a name by a
parameter to the RQOUTE command or procedure = or {f none is
specified, the name from the job statement is used.

Mainframe to executet the jdentification of the mainframe that
is to execute the input Jobe This may be specified In the
ROUTE command or procedure call and i{f none Is specifledy then
it is taken from a parameter on the Job statement. If none is
speclfled on the job statemente, an Installation parameter |Is
used (normally tne current host mainframel.

Default outout file destinationt the default destination of atl

output files generated by the jobe This may be specified by a
parameter to the ROUTE command or procedure. Individual outout
file destinations may be specified by individual RQUTE commands
or procedure calls within the jobe -

Originating family and member: ¢the identification of the batch
or Interactive oderator by whom the file was submitted o~ the
identlfication of the member currently in force at the time a
tite was submitted from a Job.

Originating mainframet ¢the mainframe ¢to which the submitting
device {is connected or the mainframe in which the submitting
job is executing.

Protect or nott whether the job should be recovered after system
re-initiatization. This {is normally used only by system
components - for exampley *“spot®se.

Dependency information: speclfles Job dependency ({information
regarding the corditions necessary for this job to execute.

Priority:t the relative order In which Input files will be
selected for execution may be jimplied from ¢this attribute.
This may be specified by a parameter to the ROUTE command or
procedure or [f none is specifiedy a parameter on the job
statement s used, If no job statement parameter appears, 3
member valldation parameter s used. Speciflied parameters are
subject to system access limits placed uoon the owner memoder of
the Jobe.
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3.) FUNCTIONS
3.2.5.2 Executing Job Attributes
3.245.2 Executing Job Attribytes 1
3
Existence! whethe~ the job is known to the system. Abitity ¢to &
control existence is the abliliity to drop or purge the job. 5
6
Name? the name 95y which the Job IS knonne This name is 7
avallable In status Information and is used In control commands 8
to refer to a sarticular jobs An executing job®°s name is the 9

same as that given to it when It was an input file. 10
11
Protect or nott see input file attribute of same name. 12
13
Priorityt the retfatlive prlorlty a Job 1Is given for systen 14
resources and se~vice. 15
. 16
Statet whether the Job 1is currentiy executing or walting for 17
some event., If the job is waiting, the reason for the wait |{is 18
also avajlable? 19
access to pe~manent fjle (file s intertocked) 20
pack =wmount : 21 (]’)
taoe mount 22
operator ress>onse 23
s 0o ' - 2h
. 25
Executing mainframes the identjification of the mainframe that is 26
executing the jobe. 27
28
SRUs accumulated: the number of SRUs expended so far [n ¢the 29
execution of the Job. 30
31
Positiont an indication of how far the Job has advanced in ifts 32
executlon., For example, {ast dayfile message, Jlast command, 33
some programmable messSagcegyeece g%
5
3.2¢5.3 Qutpout File Attrjbytes 36
37
38
Existence? whether ¢the flle Is known to the system, Abillty to 39
control existence Is the ability to drop or purge the tile. 40
'S |
Namet the name by which ¢the flle [s knowne. This mname |is L2

avaitlable in status information and is used in control commands
to refer to a particular jobe The fite name may be specified
by a parameter ¢to the ROUTE command or procedure. If this
narameter f{s not given or f automatic end-of-job output ¢tite
routing occurse the file name s that of the Job that generated
or routed the outpute

sEEEEES
OO NS W
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Orlglnating famlily and member! see lnout file attribute of ¢the
same namee. .

Originating mainframe? see Input fite attribute of the same
name,

Destination mainframet the identification of the mainframe ¢that
is connected to the device to which the fite {s to be
disposedes This may be specified by a parameter to the ROUTE
command or orocedures If this parameter does not anpea~, the
mainframe that originated the Job s used.

Destination famlly and user: the user whoy when logged in at a
batch device or stationy 1Is to recleve the outpute This
attribute may be specified by a parameter to the ROUTE command
or procedure and If none is specifiedy the family and user of
the job that generated the output or is doing the routiag Is
used. The abllity to restrict which users will be atiowed to
dispose output to a terminal (s given to terminal wusers.

' Thereforey, the ~outed file may not be permitted to be disposed
o to the destination terminale.

Destination type: the type of destination ot the outout file.
This may be specifled by a parameter to the ROUTE command or
procedure. If the parameter is not given and the [local tile
name is one of those tisted belows 3 default type Is selected
based upon the file namee Destinatjon type may bes

orinter

card punch

instaliation-defined types

The special file names used for default type selection are?

output selects printer”™

punch selects *card punch™ f{and external characte~istic
“coded ASCII™)

punchb selects *“card punch®™ (and external characte=~listic
“punch binary®™)

instaliation-defined file names

External characterjsticst the form in which the output file |is
to be disposed. External characteristics may be specified by a
parameter to ¢the ROUTE command or orocedure and {f not?
specifiedy, defaul ts are selected based upon destination type or
special local tlle name. External characteristics may be?

96 character ASCII (type “printer™)
64 character ASCII subset (type “orinter®)

ﬁ punch coded ASCII (type “punch™ or local file name PUNCH)

punch binary {type *“punch®™ or tocal file name PUNCHB)
forms code (types “"printer”, "punch™, installation-defined)
(may be combined with another characteristic)
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3.7 FUNCTIONS
3:.2¢5.3 Output Fjile Attributes

Type *“printer®” default Is *96 character ASCII™S “punch”™ default
is “punch coded ASCII™ wuntess (local fitle name j|is PUNCHB?
“installatlon-deflined* de}ault is Instatlation-defined.

Priorjityt the relative order in which output files wit$ be
selected for disposition may be implied from ¢this attribute.
Priorjity may be specified by a parameter to the ROUTE command
or procedure and 1f not giveny an Installation-defined orliority
default ijs assumed. This may be specified on ROUTE only {f the
job or terminal doing the ROUTE (s owned by the same user as
the destination usere.

Addresst location (information to be used to get physical outout
to a particular ohysical location (e.gemail drople. Address
information 1[Is printed, punched, etce In a fixed location In
the output listing, deck, etce.

Repeat: the numbe~ of coples of the file to be produced at ¢the
dJestinatione This may be speclfied by a parameter to the ROUTE
command or procedure and if not specjifiedy is assumed to bde 1.

Sizet the size of the output file,
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3e2.5.4 Routingy Visioility and Control Matrix
3+.2.5.4 Routings Visibility and Control Matrix
Type Route Other Status 1 Control
Input
Existence - - Jusou OuUy SO
Name X X 2 juesou
MF to execute X X3 Juesou so
Default output destination X jusou OUy SO
Originating family and member jusou
Orlginating MF jusou
Protect or not X Jusou
Dependency information X jusou
Priority X X & jusou so
Executing
Existence - - jusou ous SO
Name - - JJe0uU
Protect or not - - jusou
Priority - - Jueou so
State (executingywalting) . - - Jueou so
Executing MF - - jusou
SRUs accumulated - - jusou
Position - - Jusou .
Output
Existence - - Jaedu dus SO
Name X X5 jusdu
Originating family and member -~ - Juedu
Originating MF - - jJedu
Destination MF X X 6 Jusdu dus SO
Destination tyoe X X 8 Jusdu
External characteristics X X 9 Jusdu
Priority X Jusdu du
Address X X140 juedu
Repeat X Juesdu du
- Slize - - jusdu
Symbols Used

Qoutet the attribute 1s specifyable by a route command or
procedure parameter or a default Is chosen by routee.

Dthert the attribute is specifyable or defaults are chosen by
mechanisms other than the route command or orocedure.

Status: the status of the attribute is availabte to these
userse.
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Controlt the attribute may be al tered by these users.,
Xt avallable via mechanism ‘described In cotltumn headere.
-3 does not aponivye

Jut the user who {s the owner of the job or file. This would be
the person named [n the job statement of a jobs

ou! orliginating user of the Job or file. This s the use~ that
was logged in at a batch device through which ¢the job was
submitted or the owner user of the job that routed the fife.

dut destination usere The wuser to which the file js to be
rodyted.

so? system operatore.

Eootnotes

1. System operator may get all status.

2e Job name from Job statement [s defaulte.

3. Parameter on job statement s defaulte.

be Parameter on Job statement is first default, default

Informatjion from member vallidation i{s second.

5. Name of the Job doing the routing is the default.

6. Mainframe of the job doing the routing is the default,

7e Family & member of the Job doing the routing 1Is the
de faulte.

Be Special file names select the default type.

9. File type and special flle names select the defaulte.

10, Owner user valldation Information Is used as the defauflt.

3.2.6 NOS/170 DIFFERENCES

e« The "device ID” concept is renlaced by allowing local batch
device sets that can be treated 1like remote batch
terminalse That s, routing to a speclified user or member
“terminal®™,.

e« Specific routing to 6512, 580-12, 6580-16 and S80-16 1s
removedes Simitlar capabilities could be presented wusing

batch device sets as described above. Disoosition to
particular devices In this sense is normalily decjided by the
disposing agency (e.gebatch tfacitity) based upon

considerations such as prlority, flle size, etc,
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3.2.6 NOS/170 DIFFERENCES
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Certaln "exte~nal characteristics™ have been removeds
- 48 characte~ ASCII (print) '

- 48 characte~ CDC sclentitic (print)

- 6L character CDC sclentific (orint)

- 026 code {(punch coded)

- system binary (punch binary)

Internal characteristics of character set and 580 soacing
code are renoved from routing commands and procedurese.
Information i1 the file “label™ is used Instead.

The Information available about a file or Job is expanded
from that avaltable via the STATUS or ENQUIRE commands.

A Jjob®*s originating user abjlity to control certain aspects
of the flle or Job attributes iIs added.

Added the ability to route to a specifled mainframe.

Added the ability to specify address information for output
fitese.

Added the abitity to speclify defaul?t output attributes at
the time a file Is routed to iInput, -

Added the abi!ify to route output to any user - with access
control caoabitity at the destination terminal.
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3.3 FUNCTIONS
3.3 PROGRAM MANAGEMENT
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3.3 PROCRAM_MANAGEMENY

Al

3+3¢1 GENERAL RESPONSIBILITY

The program management function provides for the Initlation,
monltoring and termination of program execution. This includes
the command processing for program execution and 1library
generation and the program (nterface oprocessing for progranm
executjon, progran communication, condition processing and
general program se~vice requests.

3.3.2 GLOSSARY

Sianat - A short message used for inter-Job/inter-task
communication.

Task = An [nstance of executlion of a programe A task has an
assocjated exchange package and segment table deftining
its address space. Tasks are the _basic NOS/VE
executlon elemente.

Task Services = A selection of protected operating system

procedures In ¢the address Space of a taske TO be
supplied

3.3.3 DESIGN OBJECTIVES

The design objectives of program management are to provide the
following capabititlies In a3 manner consistent with the objectives
and constraints of the NOS/VE system architecture.

e Altow execution of object programs from the command levels

e Altlow synchronous and asynchronous object program execution
from the progran level.

e Altow communication between asynchronously executling tasks
within a Jobe.

e Altow communicatlon between jobse.
e Contribute to the provision of the CYBER 180 segmented virtual
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3+3+3 DESIGN OBJECTIVES

PP AP AP AP CP AP AP S EP TP CD B9 P AP AP ED G T CP G CP S CH D P W - avew S AP A AP A M G D G AP ED AP CP P P EP EP DD D PSP D W

memnorye.

e Provide mechanisms to organize oprograms for efficient
execution In a virtual memory environment.

e« Allow object pragram binding to be oerformed at a variety of
times In order to optimize for flexibitlity or performancee.

e« Provide sufficient services to atlow program Jlevel access of
the operating system to determine required Information about
the current environment (e<.ges time and datel.

3.3.4 ASSUMPTION AND CONSTRAINTS

« Commands, command procedure calls and command leve! p~ogram
execution should be syntacticly ldentlcal.

« Program management command interface should be consistent with
the externallzation of the rest of the system.

e« The CYBER 180 segmented virtual memory will be supoorted
effectively In the first release of the system. .

3.3.5 DESIGN APPROACH

3.3.5.1 Program Execytion

Every job consists of one or more executable elements called
taskse. Every ¢task 1is viewed as an {nstance of execution of an
oblject oprogram. That is an object program |[s the static
definition of an executable eftement Including a namey a 1ist of
flles containing object modules and a 1l1lst of 1llbraries from
which external references are satisfiede The execution of an
object program is known as a taske

The user interfacing to the system at the command level sees 3
single program description which may be explictly modifled to
control program loading and execution but through the use of
defaults typically wii! not have ¢to bes The command user is
unaware of the concept of task and only dimly aware of the
concept of programs. AS the system evoives it may be desirable
to make these concepts more visible at the command level.

At the program level, the user is aware of both tasks and
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3¢3¢5+1 Program Execution

programs and should percleve tasking as a facility tor organizing
large applications and effecting asynchronisw In a Job.

3.3.5.2 Progran Conmunicaticn and Conditipns

There are two levels of program communicationt within a3 Job
and between Jobs. Differences in the mechanisms avajlable at the
two levels are caused by the fact that the Job is the fundamental
unit of access controle HWithin a3 Job tess access checking takes
place since everything within the job has already been ve~ifjied
for access by the user on whose behalf the jJob is runninge.
Between jobsy of coursey, no such assumotions are possibfle.

Within a Jobe the mechanlism for comnmunication between tasks is
3 local queue. Local queues have names that are defined within
the Job and access to them (s limited onty by ring level, A
segment offset and either a short string of bytes, or a pointer,
or a descriptor({s) of entire segment{s) may be sent ?to and
~eceived from local queuese In ejther case, only a small amount
of Information Is actually moved allowing the queuing operation
to be rejatjively efficient.

Between Jobsy two communication mechanisms are providede The
first is a signal which Iis a short string of data ¢that is
directed to a speciflc taske The second is a low level lock that
is externalized as a semaphore or a global queue, It two Jobs
require the passing or sharing of ftarge amounts of datas they
must use segment Jevel access to the same permanent file and use
signals for cont~0o! information. This technique ajllows the
access control mechanism of ¢the file system to control the
vatldlity of communication. :

The condition oprocessing facitlities of the system alfow any
procedure In a task to establish Its own orocedures which witl
~ecefve control when the condition arises. Examples of
conditions for whizh handlers can be established are. arlithmetlc
overfiony, divide fault and task terminatione

3.3.5.3 Program Jervices

Program services provide tasks with (information about the
execution environment that is only known at execution ¢time, for
example time of daye date and current accounting statisticse.
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3.0 FUNCTIONS
3.3.5.4 Program Management Command Processing

3.3.5.4 Program Majragement Command Processing 1
. 2

: 3

Program management commands are responsibte for providing &
program execution and object fibrary generation services at the S
command level. The general deslgn direction for the program 6
execution commands Is to provide a straight forward unelacsorate 7
means for executing programs. The general deslgn direction for 8
object llbrary generation commands is to provide the variety of 9
packagingy bindingy renaming and other facifities that in 10
combination with tne program execution faclilitiesy, orovide the 11
applicationy product set and end users with adequate supporte. 12
The object 1fibrary generation facilities should do as much 13
orocessing 3s possible oprlor to load time in order to increase 14
foad time efficiency. 15
16

17

3.3.6 NOS/7170 DIFFERENCES 18
19

20

0 Similarities and contrasts between NNS/VE and NOS/170 {in the 21
area of program management are as followss 22
23

1. The notion of system commands, command fanguage procedu~es 24
and object program calls being syntacticly equivaltent 25
facilitating changing implementation of a particular command 26
will be carried forward. 27

‘ ‘ 28

2e The CYBER loader provides mechanisms to support three basic 29
functions$ program {oading, program binding and program 30
structuring. These three functions will be performed by 31
ditferent mechanisms In order to suoport the CYBER 180 32
virtual memory architecture and the system command interface 33
stylee. The CYBER 180 toader wil! be primarily responsible 34

for toadinge The object library generator wiii be primarily 35
responsible for binding and structuring. g?

33

39

&0

41

42

63

4y

65

‘ﬂb 46
L7

L3

L9
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3.3 FUNCTIONS
3.4 PHYSICAL INPUT/OUTPUT MANAGEMENT
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Se4 PHYSICAL INPUT/OQUTPUT MANAGEMENT

3e4e1 GENERAL RESPONSIBILITY

The Physical 1I/0 functlon is responsibie for all phases 0f the
actual data flow between the central processor and external
devicese. Physical 1I/70 accepts requests from the logical 1/0
function (buffer manager) and other operating system componentse.
Among the services provided by physical 170 are the folloniagt

e Translation of 1logically oriented ~equests (file identifier,
fite byte address) to physically orlented reqguests (unit,
cytlinder, tracke sector)e.

e Assignment of a device to a file.

e Space alliocation on a device.

e Device 1/0 request aueue management,

e Device driver (diske, tape, tocal unit record, communications,
memory §inke channej tink).

3e4e2 GLOSSARY

Allocation Unit = The number of DAU®s allocated toa file on a
specific RMS device per alfocation requeste. The
allocation unjit can be specified by the uyser on 2a
REQUEST statement as the minimum (AO0-1 DAU) or as power

of two multiles of the minimum (Ai-2 DAU®s, A2-4L DAU®s, -

A3-38 DAU®s, ACY=1 cylinde~}. A default will be
selected If the user does not speclfy the altocatjon
unlite. The specification can not be changed after the
title is opened.

Block - A containe~ for contiguous bytes of data. A block is
represented on magnetic tace by the data contained
between two physical I(nterrecord gapse. A biock 1Is
represented by the data area defined by a block control
word for files with user specified blocking when the
data apopears In 3 memory buffer or on mass storage. A
block is represented by a fixed amount of data for
files with system default blocking.
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3.3 FUNCTIONS
3e4e2 GLOSSARY

Block Control! Word [(BCW) = Control information which precedes
each block on a file with user specified blockinge The
information includes ¢the current block type, current
block lengthy previous block tength and error statuse.

Device Allocation Mao (DAM) - The device allocation map contains
a header and a bit map for the device. Each bit In the
map corresponds t0 the device alftocation unite. A
separate NAM exists for each device.

VO NS WNP

Device Atlocation Unit (DAU) - The basic unit by which a disc 11
unit space is dividedes The device allocation unit 1s 12
determined by the device characteristicse. 13

Device Atllocation Table (DAT) <~ The DAT is a device resident 15
table describing tinkage and altocation information for 16
files assigned to a particular device. A separate DAT 17
exlsts for each mass storage devicee. The DAT s 18

periodically updated to provide recovervye i9

20

‘E’ Device Label = Information written on a device whlch ldentiflies 21
the device with a VSN and afiso contains other pertinent 22

data concerning the device. 23

- 2L

Driver = That code within the PPU which controls the transfer of 25

data between CPU memory and a device. 26

27

Driver Queue Table (DQT) - There is a3 DAT for each driver. The 28
DQT is the basic table used by the driver [n performing 29

its functions. The DQT tinks to the UQT table. During 30

an I/0 operatons, the DQT (inks to the IORP which 31

specifies the I/0 operation. This link ls set by the 32

- .queue manager when the request is selected. 33

File Allocatlon Table (FAT) -« The FAT iIs a 1ilnked table which 35
contains a FAT header and a sub-file header and body 36
for each device on which a tile is recorded. The 37
device allocator uses flelds in the sub-fije header and 38
updates ailocation indexes [n ¢the bodye The FAT 1Is 39
descrlbed In detail In the system 1I/0 component Lo

specificatione. L1

42

FAT Header - The first section of a FAT which contains general 43
information about the fife. u;

4

% Sub-file FAT - A section of the FAT after the FAT Header which Lo
contains allocation unit information about one devicee. L7

Sub-tfjile FAT Heade~ - The first section of the sub-fite FAT which L9
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contains {nformation about ¢this part of the fite and
the device uoon which 1t resides,

Sub=file FAT Body - The reﬁginder of the FAT sub-fitle foltowing
the sub=-flle FAT Header which contalns the disk
alliocation information for this portion of the file.

FAT Lils?t Element - A contliguous oortion of the Iinked list which
holds a FAT. Any portion of the FAT except the FAT
Header and sub=-flle Fat Header may span FAT List
Elements,

Sub=-file - A file contains one or more sub-files. A new sub-flte
begins whenever a different device Is used.

Fult Track = A recording format where contiguous physlcal sectors
are allocated to a file.

Full-Track Data Access (Parallel FMD) - The disk driver operates
on a full=-track read and write basis by utitizing pairs
. of PPU*s on an alternate sectar access basise

I/0 Request Package (IORP) = A table used to hold the add~esses
of buffe~s In use by a filtes Also used as a parameter
l]ist when making Queue Manage~ requests. Also used for
control of overall 1/0 activity on the file.

Minimum Addressable Unit (MAU) - The quantum of data that can be
accessed by a drjiver, The default MAU Is 256 central
memory words whilch is assumed to be a typicat CYBER 180
page sizee. Accessing to RMS devices are always
processed In terms of MAU®s. The effectlve MAU for a
file can be specified as a multiple ot 256 central
memory wordse.

Notet It the central memory buffer js less thans the
MAU, then the excess data may be skipped on a
read and padded on a wr]te.

Seek Overlap wlth Data Access = The positioning of a wunit |Is
carried out as a simulitaneous overiapoing action with
data access of another unite.

System Default Blocking - Blocks are fixed In slze. The size s
not under the user®s control but Is specified >y the
ooerating systeme The bfock 1Is never preceded by 2
block control word.

Transfer Unit - The maximum amount of data transferred between
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3.3 FUNCTIONS
3«4+e2 GLOSSARY

central memory °*system® buffers and an RMS device per 1
physical I/0 request, The transfer unit can be 2
speclified by the user on a@a REQUEST statement as the 3
minimum (T=1 MAU) or as power of two multiples of the L
DAU (T0-1i DAU, Ti1-2 DAU®s, T2-4 DAU®S) up to the 5
altocation wunit for the flle. A default equal to the 6
atlocation unjit will be chosen it the wuser does not 7
specify the ftransfer unit. The specification of 8
transfer unit can not be changed after the file 1is 9
opened. Typicallye the number of butffers in an IORP 10
reflects the transfer unit slze. 11
12
Unit Queue Table (UQAT) - The unit queue table Is the basic table 13
used by the queue manager In supervising the processing 1%
of IORP°s. There 1s an UQT table for each disk 15
subsystene There is an entry In the UQT for each unit 16
in the system. A header provides parameters reaquired 17
for the gueue manager to select a data path to initiate i8
requestse. 19
20
0 UQT entries are used to containt 21
22
e A 1ink to the IORP queue for each unit. 23
e Parameters to determine the mode of IORP 2hL
selection. 25
26
User Specified Blocking - Blocks are varjiable In size. The size 27
can be specified by the users The block is preceded by 28
a block zontrol word nhen {t appears in a memory duffer 29
or on mass storaage, 30
31
32
3.4.3 DESIGN OBJECTIVES 33
3%
35
e Support for rellabllity/recovery has highest priority 36
37
- each mass storage volume must be self describing (label, 33
allocation informationy device characteristics (PF device, 39
queue devicey, efc.)) flaw informations, 1Jlinkage of files 40
" residing on the volume : k;
A

- abitity ¢to recover files on mass storage after systenm L3
fallu~re without depending on memory (inctiudes open
temporary files)

- abitity ¢to recover tiles on each mass storage volume after
system fallure based on ([nformation recorded on that
volumes. Information wmust include enough to reconstruc?

©
EEFEEES
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tables to access the flle (Includes open temporary files)
e Support concurrent maintenance activitlies.

e« Suoport opreallocation of space iIncluding at a specific
location within a mass storage votume,

e Support sharing of mass storage drives and files between
mainframese.

. Suoobrt sharing of magnetic tape drives between mainframes.
e Support automatic mass storage device overflow.
e Support utitization of devices at thelr maximum rated sopeedse.
. Sdogort flexible space allocation on RMS.
- ability to atlocate “reasonable® sjze areas of a mass

storage volune to files wlth °‘reasonable® size central
memory tables.

Jolbo4 ASSUMPTIONS AND CONSTRAINTS -

e Mass storage sector Sizes are fixed per hardware type but may
vary from one hardwnare type to anothere.

e The four head parallel FMD structure is such that a single PPU
can not transfer sector data between central memory and PPU
memory in the passing period of a sector gape.

e 180°s can share RMS at the controltfer or drive flevel and do
not require partitioning of the drives. Sharing between

main frames 1Is coordinated at the controller and drive level,

e 180 can share RIMS with 170 at the controller tevel and
requires partitioning of the drilves.

e 180°s can sha~e magnetic tapes at the controller tevel! and
requlires partitioning of the drives,

3.4e5 DESIGN APPROACH
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3.4.5.1 Separation of CP and PP Functjons

The PPU Is utilized only for device drivers and restricted ?to
performing the ooeratlons required to function/status device
controllers and transfer data between central memory and the
controlier. PPU I/0 reques?t parameters are In terms of physical
device addresses (unit, trackes etc.)y, physical central memory
buffer addresses (real] memory addresses) and function to be
per formed.

The CPU is utitlized to transiate fogical parameters associated
with an 1/0 request (file identjifier, file position) to physical
informatione The CPU creates a physicalliy oriented PPU I/0
request packet and enters [t Into a3 queue associated with the
aporopriate ohysical device. The CPU selects PPU I/0 requests to
be executed and submits them ¢to the appropriate drivers
Seiection of requests is optimized based on the characteristics
and use of the equioment,

3e4e5.2 Sypport of Four Hesd Paraifel] FMD

The four head paralie! FMD is full tracked in order to achieve
the maximum transfer rate. Thls requires a two PPU driver since
a single PPU can not transfer a sector between central memo~y and
PPU memory In the passing period of a sector gape. The drilver
PPY*s will process alternate sectors. Options to be considered
include the followingt

e« Single PPU driver for controllers without four head paraillel
FMD

e multi controlle~ access from a single driver

3.4.5.3 Basic Physjical I/0 Syppor?t

Physical I/0 is utilized by other operating system functions
({pager, logical I/70) to manage the transmissjon of data between
central memory and devicess The basic support provided by
ohysical 170 includes the follonings

e« Mass storage aliocation - Allocation 1Is accomplished by
finding the correct area on the device and reserving the space
requested,

e« I1/0 request queueing - Requests for I/0 to the Physical 1I/0
function are queued and scheduted based on the characteristics
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3.3 FUNCTIONS

3.4¢5.3 Basic Physical 170 Suoport
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and use of the equipment.

3eheS5.4 Residence of Functions

Physical I/0 [s partitioned into functions which reside in the
task address space 2and those which reside in the monitor. The
func tions performed In the monitor are request dequeueing and
~esponse enqueueinge. Functions performed In the task include
transiation trom loglcal I/0 request to ophysical 1I/0 request,
determining the 923ath to the corresnonding device, enqueueing
requests and dequeueing I/0 responses. Oue to the residence of
page fault processing In the monitor and its dependence upon
ohysicatl 1/0s ce~tain functions normally performed iIn task
services are also performed by the monitor In support of oaging.
These functions inctude disk allocation, request translation and
request enqueuelnge.

Physical I/0 mass storage functions are part of the monitor

‘address space for the following reasonst

e Optimization of the path for page fault I/0 requests.

e Optimization of the path for page allocation/deallocation
reaues ts.

e ULess overhead in processing 170 requests from @ job

- One system call! s used to transfer from jJob to physicatl
I/0. '

- Cali/return used within physical I/70 CPU componentse.
e LockingZunlocking of system buffers 1Is oerformed at the

monitor level In order to minimize the length of time a systenm
buffer iIs Jocked in real memory.

3.4e6 NOS/170 DIFFERENCES

Flle Structuring (partitions) Is imniemented at ¢the logicatl
170 1level (records) rather than at the physical I/0 level (short
PRU®*S)., .

Device drivers are to be considered as firmware.

Device drivers are statically assigned to PPU®s rather than
dynamicallye. ‘
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3.4e6 NOS/170 DIFFERENCES
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Device drivers do not have access to loglcal 1I/0 table
struc tures such as FET®'s, etc.
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3.5 LOGICAL INPUT/QUTPUT MANAGER 1
2

3

4

3.5.1 GENERAL RESPONSIBILITY 5
6

7

The Logizal InpJyt/Output function can be utitlized to remove 8
the burden of physical I/0 from the user. Logical I/0 translates 9
the user®s logical 1/0 reauests Into requests to the Physical 170 10
function. Record oriented (record level access) input operations 11
involve the transmission of data Iin physical format to Logical 12
I/0 buffers where they are translated and delivered in fogical 13
record format to the user. Record oriented (record leve! access) 14
outout operations involve the transaission of wuser f(ogicatl 15
records Into Logical I/0 buffers where they 3are transiated into 16
ohysical format and delivered *to the Physical I/0 functione 17
Nonrecord oriented (read/write level access) input operations 18-
involve the transmisslon of data in physlcal format to the users 19

buffers It is the user®s responsibility to interpret any logical
record structure within the physical data. Nonrecord orjiented
(read/write level! access) output operations involve the
transmission of data In physical fornat from the users buffer,
It is the user®s responsibitlity ¢to create any loglcal <=~ecord
structure within the physical data.

-

Soeclfic servylces provided by Logical I/70 Include ¢the
followings

e maintains a description of file characteristics

e activate/deactivate file processing via OPEN/CLOSE

WUWWWNANNNINNNDNNNN
S ANFPOOSNITVLSWNFO

e« access t5 a3 logical) (record oriented) structure within

a file via GET/PUT 35

36

e access to a physical (non-record orlented) structure 37

within a file via READ/HWRITE 38

39

e buffering of record oriented tile access 0

'S §

e flle 1abel orocessing, error processingy etce L2

43

e altows flle access via expliclt procedure call Lk

(GET/PUT/READ/WRITE) or by associating a virtual memory L5

segment with a3 flile and wutilizing CPU memory access 46
instructions to reference the data (segment accessle. u7¢4

L8

49
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3¢5+2 GLOSSARY

Advanced Access Me thods (AhM) - Procedures which allow access %o
files via organizations such 3as indexed sequential,

Basic Access Methods (BAM) - Procedures which allow access to
tiles via relatively simple organjizations suzh ‘as
sequentjal access 10 the °“next® record and random
access 1o a record based on [ts address.

Blocking = The process of creating a block from part of a ~ecord
or 3 serles of recordse.

Coltector Mode - Multiple data records coming from a te~minal
connected to a flile wlil be entered into a systenm
buffer before the requesting task is resumed to process
the datae. Multiple data records going to a terminatl
connected to a file wlill be entered into a system
buffer before any record is sent to the -terminale.
Noncollector mode Implies that the requesting task |is
resumed to process input data records one at a time and
that each output data record is sent to the terminat as
it Is created by the user. .

File - A file is a logically connected set of information. It is
the largest coltlection of information which may be
addressed by ¢that flle name. A1l data .is stored
between the beginning=-of-information (BO0I) and the

end=of-]laformation (EOI) . Label grouos are not
considered to be part of fitle data (In the general
case.

File Description Table (FDT) - Contains file attributes and
iinkage necessary t2 access *the flle when 11t |is
active. The FDTY contains links to the FAT and IORP®*s
associated with a file.

File Label - Contains {among other things) backup for information
normally maintained in permanent file cataloge.

Partition - A pa~tition consists of one or more records. It is
less than a file and greater than a record} but it may
be jidentical to elther or both. A partlition begins
with the first record after the end ot the preceding
partitions a partitlon 1Is delimited by a speclal
non-data record.

Read Ahead - The p~ocess of anticlpating a user®s reauirements by
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3.3 FUNCTIONS
3.3¢2 GLOSSARY
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physicaly transferring flarge amounts of data Into
system buffers on each physical I/0 request. The
assumotion s that the wuser wil! make successive
requests for records in a3 forward sequential
directione.

Read/Wrlte Level Access - User accesses data dlrectly in a buffer
owned and managed by the user, Data transfer between
the device and central! memory will utitize the user
buffere Thlis mode allows the user ¢to control bduffer
sizey number allocated, etce.

Record - A record [s a group of refated pjeces of informations A
record or portion the~eof {s the smajlest collection of
information passed between Record Manager and the
usere. The user defines the structure and
characteristics of records within a file by declaring a
record format., The beginning and ending points of a
record a~e [mplicit mwithin each format.

Record Level] Access - Data is transferred between user memory
area and system buffers owned and managed by a buffer
managere. Data transfer between the device and central
memory will utilize system bufferse A buffer manager
exists for each task.

Record Control Header = Control! Information which precedes each
record on a  file with Wy S 'and 0O records. The
information may Include ¢the current record tyoe
{complete/continuation), current record fength,
previous record ftength and flags to Indicate end of
partjtiony deleted record. {(Partitioning, detfeted
records and, efflicient backspoacing are only found In W
recordse.)

Segment Level Access = User accesses data by associating a
virtual memory segment with a flle and utilizing CPU
memory reference instructions to access the data.

System Buffer - Buffer owned and managed by operating system as
contrasted with a buffer owned and managed by user
code. System buffers can not be accessed by user
code.

User Buffer = Buffer owned and managed by the user as cont~asted
with a buffer owned and managed by system codee. User
buffers zan be accessed by user code.

User File Descriotion - A table provided by the user and oassed
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3.1 FUNCTIONS
3+5+2 GLOSSARY
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as a parameter to the fitle system via the OPEN call in
order to specify file attrlbutess The file system uses
information from within the user file description to
builtd the system file descriotione

Write Behind - The process of retaining user records in systenm
buffers until a 1arge amount of data can be t~ansferred
to the device per physlcat I/9 requeste. The assumption
is that [t ls more efficlent to make one device access

" than many accessesS.

3.5.3 DESIGN OBJECTIVES

e Basic Access Methods should satisfy requirements of the
operating system, user and Advanced Access Methods with a
minimum of I/0 interfaces.

e Flle system needs to provide an [nterface by which a user zan
maniputate a record structured file 3t a level {Jower than a
record (for example = disk sectors tape block). Example users
are advanced access methodse.

e If the advanced access methods access a record structured file
at a 1level fower than a record but wish to maniputate the
recordsy then jt should be possible to interface to the code
in the basic record manager which processes that type of
record., Basic Access Methods should provide the °®hooks® used
by Advanced Access Methods to process additional file
declaration parameters, record types, efce.

e« Allow all mass storage files to be either explicitly accessed
via a procedure call Interface or association of a virtual
memory segment with 3 files

e« Provide a sequential file organization ¢that Includes device
independence at the record jevel interface {includes abijlity
to access a file that Is ®connected® to a terminal.

e Provide a file organjzation which aliows random access to mass
storage files and provides a3 foundation for operating system
structures, advanced access methodsy efc.

e Provide a file organization which facilitates Interchange of
data with CYBER 170.

e Provide a single system default record type for record
oriented files including job filesy orint flles, etc.
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3e5¢4 ASSUMPTIONS AND CONSTRAINTS

e« The total logical 170 Interface can be divided ({nto Basic
Access Methods {provlded by NS and defined In this
specification) and Advanced Access Methods (provided by
Product Set, includes indexed sequentiale etce).

3¢5.5 DESIGN APPROACH

3.5.5.1 Resjdence ot Functions

Logical 1I/0 functions are associated with the task and ~eside
within the task address space. The reasons for thlis association
includest

e Less overhead than ({f 1logical I/0 is at a sedarate
taske The user Interface to the record manager will be
via CALL/RETURN. The record manager interface to the
buffer manager will also be via CALL/RETURN,

o« The 1tinkage to the 1logicat 1I/0 functions can be
tailored to the needs of the taske

e Information about files that are local to a particutlar
' user is orotected from other users.

The Logical 1I/0 functions are basically solit into ¢two
categorles? those dealing with the Interface to the user {~ecord
manager,y file manager) and those dealing with the ({interface to
ophysical I/70 (buffer manager)de.

e The record mansager and file manager execute in 2a more
prjvileged ring than the user in order to protect Loglcal 1I/0
codey I/0 request packets, system file description tables and
system buffers from destruction or improper executione

e The butfer manager executes in a more privileged ring than the
record manager and file manager (In order to maximize the
protection glven to the code that submits physical 1/0
requestse '

e All tables wused by Loglcal 1I/0 to orocess flle activity tink

through a systen File Descriotion Table maintained by Logical
1/0.
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e The file descriptorss 1/0 reauest noackets and system buffers
manipulated by Logical I/0 are Inaccessible to the user. Only
the appropriate procedure entry points will be accessisle to
the usere

3.5.5.2 Major User Regyjrements/Options
The user must supply a user fitle description for each file
usad by a taske.

The user may specify the file residaence by supplying a REQUEST
command/procedure sall.

The user may supply Information for use In flle 1abel
checking/creation by a LABEL command or user fabel descriptione.

The user may request that the file system provide whatever
information [t has retained about the file by usiang a
GEY_FILE_ATTRIBUTES calle.

0 The user may parameterize the file descriotion by supplying a
FILE command.

The user must fssue an OPEN call within each task for a file
prior to accessing it.

The user may access/create Jabels on the file by using GETL,
PUTL calls.

The user may transfer data to or from a file using the various
versions of GET, PUT, READ and WRITE catlis.

The wuser may position a file using the REWINDys SEEK or SKIP
calls,

The ootion of °*wait for completion® or *no wait® Is avallable
with READ/WRITE 1I/) requestse.

The user may monjitor progress of I/0 requests submitted with
*no wait® by using a CHECK_BUFFER call,

The user may submit multiple concurrent READ/WRITE requests.
The user may delete logical records bY using DELETE caltfs.

‘ﬁb The user may reolace logical records by using REPLACE callis.
The user may Introduce a flle partition delimiter Int> his
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flle by an WRITE_END_PARTITION call.

The user may access/modify Information In the File Description
Table by use of the FETCH and STORE calise

The user must terminate processing of a file within each task
by wusing a CLOSE «call. However, files not closed by a3 user
within a task will be automatically closed by task termination.

3e5.6 NOS/7170 DIFFERENCES

e Advanced Access Methods

Indexed sequentialy multiple Indexed, direct accessy, and
actual key file organizations are not provided as oar?t of
basic access methods.

e Flle Structuring at the physical 1tevel {short PRU, level
. numbers, etc.) :

ODne level of flle structuring (partltions) Ils provided at
the record access level (GET, PUT) rather than at the
physical 1level (short PRU®S). The puropose Is to spiit
togical file structure from physical recording techhique.
This facilitates iIimplementation of a wvariety of sector
slzese The user interface s independent ot a particular
device reco~ding technique (such as 3864 bit sectors on
8L44U-LX versus 16448 bDit sectors on parallel FMD).

e« Circular Buffering

Linear buffers are used In the low level {(READ, WRITE)

interface rather than circular bufferse The purpose (s to
simplilfy the interface to PPU drivers and to improve the
abitity to recover/reissue an I/0 regquest when an error
OCCUrse

e Fitle organization is specified on the wuser file decta~ation
and (s removed from data access requests to reduce redundant
speclfication of parameterse.

e Addltional block (E, Ky I) and record types (T, Sy Ry NnoN=ANSI

D) have been removed from basic access methods to simpllfy the
user inter face.
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3.6 MEMORY LINK

3601 GENERAL RESPONSIBILITY

The Memory Link provides a general communication capaditity
fo~ linking the Ci70 (NOS/170 and NOS/BE) and the NOS/VE system.
It will suoport communication between the C170. and the C180
systems for the following functions?

e« Transfer of quede fliles and permanent files between systems,

e Allow Ci70 interactive terminals to communicate with NOS/VE
jobse.

e« Allow general message communication between a NOS/VE jJob and a
C170 jJob.

3.6.2 GLOSSARY

CALL180 1Instruction - The C170 017 hardwa~e Instruction which
allows a £170 program to *"trap® into Ci80 state. The
C180 goes back to ¢the Ci170 through the C180 R[ETURN
instruction.

Memory Link Interface {MLI) - A set of program Interfaces which
atlom a user or system application program to
communicate with one or moe other wuser or system

- apollcation programse. Both a C170 and a Ci80 version
of these interfaces will be provided.

3.6.3 DESIGN OBJECTIVES

e Provide a flexible interface which can be used by both Ci70
and Ci180 sldes for all) Virtual Environment communlcaﬁlon -
fite transfery, interactive and message communication linkse.

e Provide a symmetrical interface for both C1i70 and €180 sides
{leeey Drovide the same set of prog~am interfaces {subroutines
on C170) for both C170 and Ci130).

e Provide flexibte interfaces which can also be used for C180 -
C180 job to job communication,.
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e« Place no additional C170 or C187 constraints on C1i70 }job
support or storage move. "

e Place no additional C170 or €180 constraints on C180 Jjob
swapout or paginge. :

e« Prevent access to the MLI by unauthorized C170 and C130
userse

e Prevent MLI from being used by C170 or C180 Jobs to penetrate
C170 or C180 system security,

e Minimize C170 performance degradation by keeping the time
spent In the C170 °trap handier® (C1%80 code activated by ¢the
CALL180 instruction) to a minimum (e.gey all code and data
referenced by the C170 *trap handler® must be wired down in
order to avoid page faults).

e Aliow all "C180 MLI code ¢to execute iIn Task Service of the
calling taske.

e The amount of °*wired down® real! memory used for MLI tables,
buffers and code must not cause a signlficant performance
degradation for C170 and Ci80.

e The Memory LInk must not be a bottleneck for any type of daul
state communication - file transfers, interactive or message
commun icatione.

e« Provide record manager compatible program interfaces for user
fevel system orograms which alloa data to be transferred
to/from the linked C170 system for purpose of transferring
queue files and permanent files. The record manager
compatible prog~am jinterfaces can be oprovided by mapoping
record manager calls into MLI Interface callse.

3e6e% ASSUMPTIONS AND CONSTRAINTS

e The 180 MLI 1is not directiy avallable to user level NOS/VE
programs. The £180 MLI interfaces will be used ontly by NOS/VE
task services code.

e The Ci170 MLI Is only available to C170 user jJobs for message
communication. Use of the C170 MLI for file staging and
interactive communication will ©be done by C170 systenm
privileged applicationse.
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e« Access to common MLI code from the C170 *tran handler® wil}

not

degrade C170 system oerformance significantly provided

that all MLI code and data segments are °*wired down®.

e The C170 MLI subroutines whilch reside in the Ci170 program FL

are

considered to be part of the NOS/VE system In the same

sense that the AIP subroutines are oart of the NAM subsystem,
NOS/VE will design, develop and maintain the C170 MLI.

e Synchronjzation between the C170 task and C180 tasks which usé

the MLI can be performed within task services code for each
taska No MLI code will run in Monitor Mode and no additional
monitor functions are required by MLI.

« A

*wired down® shared segment can be used by MLI for tables
and

buffers. The MLI buffers will be an intermedjiate

repository for messages transferred between C170 and Ci180. It

is

assumed that the overhead required to manage these buffers

and to transfer data to and from them ui!l not significantly
degrade 1ink or system performance.

3.6.5 DESIGN APPROACH

3eheS5.1 MLI Program _Intertaces

The Memory Link Interface (MLI) is 3 set of program inte~faces
{both C170 and C180 versions wiil be provided) which allow a user
or system application program to communicate with one or more
other user or system application programse MLI on C170 wil! wuse

_ the

CALL180 (017) instruction to call C180 code which manages

communication through C180 memory (shared segment(s))e.

MLI orovides the following services for system or user
anolication programs?

Sign on or off from MLI (SIGNON/SIGNOFF).

Add or delete permission for another aoplication to send
messages to it (ADOSPL/DELSPL).

Determine whether or not a messaje can be sent to another
appyicatlion (CONFIRM).

Send a message to another application (SEND).

Determine whether or not other aopolicatlions have sent
messages to 1t (FETCHRL)Y.

Receive a message from another aoplication (RECEIVE).
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The following are general descriptions of the Ci170 and C180
MLIS

SIGNON (aname, maxmsg, status) [Application sign on request}

aname(input)t application name.

maxmsgl{input)? maximum number of messages that can be
recelved by this system application at one timee.

status{output)?! request status.

SIGNOFF (aname, status) (Application sijn off request]

aname(input)? application namee.
status{output)? request status,

ADODSPL (anamey sname, status) {(Add sendar to permlt jlst]

aname({input): name of apolicatlon that *"sname™ will be
permitted to send to.

sname({input)?: name of application that may send to "anane*,

status({output)?! request statuse

DELSPL (aname, sname, status) (Delete sander from permit list]

anamef{input): name of application that does not want any more
messages from “sname™

sname{jnput)? name of apptication that will not subsequently
be abje to send to “aname™.

status{output)?! request statuse.

CONFIRM (aname, dname, status) [Confirm that message can be sent]

aname{input)t name of apptication wishing to see 1f it can
send to “dname”,

dname(input)t name of apolication that “aname™ wishes to find
out If it can send a message to.

SENb (aname, dnamey, arbinfo, fwa, tength, Signal, status) {Send a
message to an anplicationl

aname{input)st name of the application that wishes to send.

dname(input): name of the application that “aname™ wilshes to
send a message to.

arbinfolinput)? arbitrary information which willd be
assoclated wlith the messagey but not part of the message,
that can be gquickly accessed by ¢the receiver without
reading the actual messagee.

fwal({input)? flrst address of the message to be sent,

length(input): tength of the message to be sent,
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signal(input)t indicates whether the receiver shoutd be
signaled to Indicate that a new message |s avallable for
ite !

status{output)t request status.

FETCHRL (aname, Sname, rladdr, status) {Fetch list of messages
waiting to be recelved]

aname{input)? name of the application for which messages may
be waiting.

sname (Input)? sender application name - 1f given, information
will be returned only for any messages from this
particular sender - [1f not glven, information wiltl be
returned fo~ all senders.

rladdr{input) 38 address of a buffer into which MLI will oplace
information about message waiting to be received by
“aname®,

status{output)s request status.

RECEIVE (aname, rindexy, fwa, buflen, signaly msglen, ars3info,
status) [Recejves a3 soeclflc message) .

0 anamel{input)s name of the application receiving the message.

rindex{input): index of the particular message to be
received. 3See FETCHRL.

twalinput): flrst aiddress of the buffer that is to receive
the message.

buflen{inout): tength of the buffer that is to receive the
messages

signatlinput)t jindicates whether or not the sender should be
signaled after the message Is recejved.

msgien{output)t the length of the actual message received,

arbinfo(outout)t the arbitrary Information assoclated with
the message.

status{output): request status.

3:.6e5.2 angf_m&wmm

Some general characteristics of MLI communication are?
1« Sender and receiver do not both have to be In memory (swaooed
in) a8t the same time {ieeey both sender and recejve~ are
permitted to swap out at any timel.

2« The receiving application must “signon™ before a sending
@ appllcation ls altonwed to "send™ a message to ite.

3. MLI s intended for C170-C180 communication but can aiso be
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3.] FUNCTIONS.

3¢3¢5+2 General Characteristics of MLI Inter faces
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7.

used for communication between ‘tasks of separate Ci80 jobs or
between separate C170 jobse.

Al]l requests are synchronous (i.e.y control is not returned
until the regquest 1ls complete)ls If the request cannot be
completed Iimmediatelyys an error status will be returned and
the application must reissue the request. “Comolete”™ does
not necessarily mean that a message has been dellvered to a
receiving pragram = only that (it (Is available to be
received,.

An application can send only one message at a ¢time to a
particutar destination apolication (l.e.y ONly one message
can be In the "ploe™ from the sending application to the
corresponding recejving application). Note - this
restriction does not prevent an aootication from sendiag to
many different recelving applications or vice versa at the
same timee.

Use of MLI by NOS/1i70 programs requires that they be
val idated to wuse the CALL180 (017) instruction. This could
be provided th~ough a new wuser valtjdation permission blt.
Since NOS/BE does not provide user valjidetions the use 2f the
CALL180 Instruction can not be restricted. .

System applications are allowed additional priviteges that
are not granted to user apollications. System apolications
must be *loaded from system™ (NOS/BE) or elther SSJ=,
subsystem, system origin, system orligin privileges (NOS) -
the Jatter |s preferred for ease In testinges but which method
is used wil}] be determined for the most part by Ci70 Designe

a) System apollications can identity themselves with
: predefined aoplication mnames = wuser appllcations are
ldentified by system—-assigned job/task name.

b) System appllcations can specify the number of messages
that can be sent to them at one time - the number of
messages that can be sent to a user apolicatlion at one
time witl be timited by MLI.

c) System apolications can specify that they are asle to
‘ receive messages from *anyone™ - wuser applications can
only permit specific appoikcations to send to theme

d) The numbe~ of appllications allowed ¢to send to 3 user

application {(number of ADDSPL requests) will be {imited
by MLI.
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O -

i9.

11.

12.

e) System apolications are allosed to ™signon™ and use
several different application names at the same time,

System applications will be distinguished from user
applications as follows:

On NOS/170, a system application must have system osrigin
oprivileges. {Further discussion needed, as noted
above,)

On NOS/BE, 3 system application must have System Library
residence (i.ee.y losded from the system library ¢flag is
set in the control point areale.

A SEND option to signal {("wake up™) the receiver when the
reciver js 3 C180 task is oprovided. Likewisey a RECEIVE
ootjion to signa) the sender when the sender js a C180 task is
provideds The corresponding options for C180 SEND to Ci70
and Ci80 RECEIVE from C170 will not be provided Initiatly,
but may be added latere.

An "arbitrary information™ fleld is provided on a SEND which
allows the sender to pass control (or any other) information
to the recelve~. This field will be returned by FETCHRL so
it can be examinwd prior to issuing 2 RECEIVE of the
message. Some of the uses for the ™arbitrary information™
field might be?

a) NAM=type connection number for a terminal associated with
- a €180 interactive }ob.

bY Stream number for submuitiplexed data ¢transfers between
two apolications.

c) EOI or abnormal status [ndlicators for a tile transfer.
Redundant SIGNON and SIGNOFF requests are legal.

All messages must be less than or egqual to a "maximum message
fength”™ which will be deternined and enforced by MLI..

Code to perform MLI functions 1s package as follows?

- Code for all basjc functions (faccessing the shared
segment) resides in NOS/VE Task Services of the task
making the reqguest.

- Code for 01?0 functions consists ofs
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3.0 FUNCTIONS
3e5+45.2 General Characferlstlcs of MLI Inter taces
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a) MLI subroutines which reside In fthe

FL of the

application program (In the same sense that NAM AIP

resldes In the apptication FL).

b) C170 "“trap handler™ code which ftranstates ¢the MLI

subroutine®s CALL18O requests into

NOS/VE Task

Services calls and ¢transliates the response into a

CALL180 responses

13. In order to avoid page faults in the Ci70 "“trap handler™, the
NOS/VE Task Services code and the entire shares segment must

be "wired down™ to real memorye.

3.606 NOS/7170 DIFFERENCES

The C170 and the €180 MLI (inte~faces are internal systenm

program inter faces which are not directly accessible

to normal

C170 or C180 user programs so external compatibility with N3S/170

is not required.

Although the MLI intertfaces have some similarity with the
NOS/170 UCP/SCP iInterface and with the NAM AIP interface, they

are more general and symmetrlical than elther
therefore are not exernally compatible with them.

"of them and
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3.7 PERMANENT FILE MANAGEMENT 1
2

: 3

: b

3e7«1 GENERAL RESPINSIBILITY 5
6

7

The permanent file functions provide mechanlsms for managing 8
fites that are =~etalned beyond Job executions and system 9
deadstarts. Permanent files may reside on RMS, magnetic tape or 10
MSS media (R1 supports permanent files on RMS onlyl. The 11
functions Includet . 12
, 13

e Managing the registration of files in a catalog. 14
' 15

o« Establishing job access to a permanent fife. 16
17

« Access control mechanisms for defining and controlting file 18
access by permitted users according to authorized access modes 19
(e+.gey ready write, or via speciflic orogram). 20

21

o « Managing the migration of flles to/from different storage 22
media based on flle usage, media usage and/or user sefectione 23
Users need not explicitly direct osr manage the migration of 24
permanent files to/from different storage medias. 25

' 26

e Backupn and recovery of permanent files. 27
. 28

The permanent file access control mechanism Is a major element 29

of the NOS/VE secu~ity and protection capabillities. 39
: 31

32

3¢7+.2 GLOSSARY 33
34

35

fite ownert A file owner jis defined to be the user whose 36
' identification is assoclated with the jJob iIn which 2a 37
new file ([Is established, Aty files have a single 33

owner. The owner specifies and maintains the file®s 39

access control mechanism and user permissionse. L0

L1

zatalog? A catalog is a system file that contains entries used to L2
associate logical names of elements (e.g.sy permanent 43

fitles, devices) with an element descriptor and access LYy

control list. The descrintor normally inztludes 45
information describing the ldentification and location L6

‘M’ of the element. All permanent files are registered in 47
a catalog. Each wuser 1s associated with a naster %38

L9

catalog and may atlso create subcataiogse.

Company Private Rev 3 Feburary 79
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3¢7e2 GLOSSARY
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sermanent file namet Each permanent file |s identified by a
permanent file name. It can be uo to 31 characters in
fength and s a° unique ldentjifler relative to ¢the
catalog in which the fltle 1ls registered.

file cyclet Multiole versions of a permanent file may be
registered under one permanent file name., Each version
Is called a cycle and is unjquely ldentified 2y the
combination of permanent file name and cycle number,
All cycles of a ocermanent file share the same access
control liste. No restrictions are placed on the
content or slze of any cycle as each is a unique filee

access control lists Access control tists are the primary
mechanisn used to manage access to filtese It is a list
noting the ifdentification of users who c¢an access 2a
file and how they may access ite The owner of 3 file
malntains the access control list,

family: A family is a 1logical! grouping of users, their
capabilities and thelr pe~manent fjiles. It 1s a
fogical wunit that can be moved among physical
mainframes wlithout Impacting users or their programse
The NOS/VE system initialization process or an operator
command associates a3 family with 3 mainframe. A single
mainframe can include one or more famllies. Multiple
mainframe and Yink mainframe configurations include
multiole familiese The foglical family name (s used ¢to
locate and route {nformation {(Jobss files, messages,
etce) within a complex of mainframes.

3¢7+.3 DESIGN OBJECTIVES

e The permanent file system provides major features 1iIn support
of the NOS/VE securlity objectiveses This includes?

Identificatlon = Each permanent fite and ({ts owner are
uniguely identifiede An access control! 1tlst 1Is assocliated
with a permanent file to ldentify pe~sons pe~mjtted to use the
fite and their access privileges {nead-to-knowl)e. A security
level {s deflned for each permanent file. The fjile system
depends on the login validation process for verifying a user
identity.

Controlled _Access = Each request for use of a3 permanent file
is governed by the access control llst and an associated set
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of access rules.

Syrvejtiance = A1l successful or unsuccessful attempots to
access a permanent file are logged.

Retiablillty and recovery 1s a prilority design parameter
Catalogs can be 3automatically recovered as part of the system
recovery process. Utltitjes support the backup and recovery
of individual fites or grous of files. Utjlitjies are easy to
UsSe.

Capabitities that allow use of working cooies of a permanent
fite are provided.

The cataloging mechanism is a general capability to be used
for the registration and controlled access of permanent RMS
fllesy permanent tape files as well as other system elements.
This mechanism?

- allows for user/Zinstallation selection of criteria for
grouping things together in a catalog.

- minimizes search times

- minimizes interlock Implications in farge shared
environments

- supports a large number of entrles
- {is easy to use

- optimizes for the case of file creation and access by the
file onner relative to the owner®s default catalog

The permanent file system supports the sharing of files within
a single mainframe, within mwmultiple mainframes, and within
tinked mainframe environments,

The permanent file system supports flles residing on RMS,
magnetic tape and MSS mediae

Archiving of permanent files to/from RMS to/7from magnetic tape
or MSS media is provided.
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3e7e4 ASSUMPTIONS AND CONSTRAINTS

e« The access control mechanism is isolated into 3 single code
module that executes at a priviteged level., No *user program™
can directly interface to the access control module.

3.7.5 DESIGN APOROACH

The permanent file system provides interfaces to?
e Register a new permanent file (DEFINE, SAVE)
e Establish direct access to a permanent file (ATTACH).
« Get a working copy of a fite (GET)e.
e Replace a permanent flle with a working copy (REPLACE).
e« Remove a perman;nf tfite (PURGE).

« Change the file identification or other description attributes
(CHANGE) . :

e« Manage the access control permissions {(PERMIT).
« Dlisplay catalog information (DISPLAY_CATALOG).

Permanent flles are always assoclated with a family. Each
~equest can Include parameters that identify the family, file
owner and the catalog under which it {is registered. Normally,
Jsers are not concerned with these parameters as they access
their own fijes within the environment established for them
during the 1login processe. The family parameter jdentifies a
fogical system and is used to determine the physical mainframe In
which the family residese This 2llows files or file data to be
moved within a comdliex of mainframes wlthout reprogramming or
changing command statements,

Within a family, each authorized user has one master ctatalog
that resides within ¢the online storage assoclated with the
tamilye. The jdentification of a user®s master catalog |is
recorded with the wuser®s valijdation information,. During the
login processy; the master catalog is made avaitable.

User may also create subcatalogs used to conveniently manage
varjious grouoings of filess Subcatalogs are simplvy a soecial
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fite type and thelr ldentiflication and access control tist is
always registered ~elative to a master cataloge.

Users authorized to create permanent files on auxitjary sets
{removable storage not defined wWithin a family*s storage)
~egister flles or subcatalogs in a master catalog residing on the
auxiliary set.

A catalog o~ subcatalog is a Byte Addressable file
organization. Each permanent file entry consists of a basic
~acord contalning jdentiflcation and general usage statlstics and
if neededy a variable number of additional records containing
cycle descriptions, access control information and/or user usage
statisticse The baslc record contains 3lf{ Information neeeded to
establish access far the owner of the file,

An access contr~ol list entry reflects an identification based
on combinations of familyy account, project and/or user names as
noted belowe

IDENTIFICATION MEANING
----- - e ‘-----*“--"-- - G AR G A GP WD A R DD AD ab S G S G G D AR DD b D By b Wb G D Wb A W ey B
H
£ A P U User U In famlly F, account A, project P may

aczcess the file

Anyone in family Fe account Ae project P may
azcess the file

User U in tamily F, account A regardliess of
project may access the file

Anyone in family F, account A regardiess of
project and user jdentification may access the
file

User U In famity F regardless of account and
p~oject identification may access the file

ot 60 G0 OB ob SO 00 oo B0 20 ob S0 Sh 8 w0l =8 =6

Anyone in famity ¥ may access the fife

Each entry also states usage modes permitted fo~ the
associated ldentification and determines the “need-to-know".
These include one or more of the following?s
READ = The identification may read the file.
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3.3 FUNCTIONS
3.7.5 DESIGN APPROACH

WRITE =~ The identification may write information starting at the
beginning of the file or establish MODIFY or APPEND
usage as defined befowe

APPEND - The ldentification may add information to the end of the
tiles

MODIFY - The Ildentificatlon may repliacey, delete or jnsert
information Iin the ftile.

EXECUTE - The jdentification may execute the filee.

NONE - The identificatlon iIs prohlbited access to the file.

Over and above the access cont~»sli 1ist the file owner’

spec]files a security tevel and ring brackets that aiso control
fite accesse If the security level of the user requesting access
Is less than the security level of the filey, the access 1is not
granted even though the reguestor has been granted permission in
the access control 1list, (The. user®s securlty level is
establtished at Jogin and may vary from one sessjion to another,
The securjity leveil of the system may also vary and [t controls
which use~ may Jog in and at which security level.,) Access is
not granted 1f the ring brackets of the file do not match those
of the reguestore. ‘

The owner of a flle may also specify a password to be provided
whenever a file (s accessed.

Permanent file atitity tunctions provide capablliitles to?
e Obtalin a backup copy of permanent flles.
e« Load a permanent file from backup storage.

o« Generate statistical reports relative to permanent file
catalogsy file usage and storage usage.

File utjlities are used by NOS/VE ¢to provide automatic
archiving of permanent fifes.

3.7.6 NOS/170 DIFFERENCES

e A separate indi~ect flle mechanism is not included In NJIS/VE,
therefore the wuser need not distinguish between direct and
indirect files. The GET/SAVE/REPLACE functions are provided
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and allow use of 3 worklng copy of any permanent flte.

Access control Jists are associated with all permanent filese.
The semi-private cataegory that (implies usage {(ogging by
speclflc wuser 1Is an option for any permanent fille. (In
NOS/170, a3 semi-private category could not have access
control.)

The mode ootlions are modified to satisfy C180 security
objectivese. WRITE mode [In NOS/VE does not I[moly READ
capabilities. Sharing options ‘a~e specified as a sedarate
parameter value.

_ The permanent file commands do not Include physical device

varameters. These are specifled with the REQUEST commande.
The packname terminology is changed to setname.
Cycles and subcatalogs have been added.

Access control 1[s expanded ¢to Inciude account and prolect
identl fications. A security level! attribute is added.

PURGALL is not supported. At the command fevel,_ the user must?t
request deletion of each specific fiie (PURGE) by name.

3.3 DEVICE MANAGEMENT

3.8.1 GENERAL RESPONSIBILITY

The Devlice Management function {Is responsibie fo~ the

fotlowing?

Controlling access to physical devices.

Associating a file with a device.

Scheduling of non-preemptible resources among jobse.
Mountlng/dismounting of removable media,

Labelling RMS and magnetic taoe devicese.

Set management.
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e« Managing the physlcal configuration.
34802 GLOSSARY

Device Assignment - effecting the assoclation of a NOS/VE file
with a specitic device.

Device Scheduling = an algorithm which atlocates non-preemotible
resources to Jobs Iin a3 manner which prevents system
deadiock.

System Deadlock = A phenomenon which occurs when two jobs have
been assigned one or more non-preemptible units of the
same resource, both Jobs require additional units of
that resource in order to complete their worke and
there are no more unjits. )

Set - A set {is a logical unit of mass storage space. It can
Include one or more physical volumes of storage. Each
set can contains one or more files. Any file can span
volumes within the set but may not span sets.

Votume = A volume is a physical unit of external storage (e.gey
disk packy ree! of magnetic tapey, fixed head disk
drivele Each volume s jdentified by a volume serial
number recorded on the storag2e mediae.

3.8.3 DESIGN OBJECTIVES

e Device management will provide a command and program interface
for advising the system of impending device requirements of a
jobe

e« Device management will schedule devices among Jobs to avold
system deadliock at device assignment.

e« Device management will provide a command and program {nterface
to enable assignment of a flle to any file-oriented device
supported by NOS/VE. This Includes speclflic devices suth as
779 track tape unitse 844/885-1X/885-42 disk storage units,
and terminalse.

e RMS wvolumes may be directly shared between mainframes
execut ing NOS/VE. RMS and tape conftrolliers may be di~ectiy
shared in the virtual environment by NOS/VE and a Ci70
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3.0 FUNCTIONS
333 DESIGN OBJECTIVES
systeme.
e« RMS management funcfions suppo~t iInstallation and user

controls for assignment of storage spacee.

e« Confliguration tables are established at ¢the time of system
deadstart and may be modified during system execution.

e« Dynamic reconfiguration of removable media 1Is supportede.
A} ternate paths to oeripheratl devices are supported and are
used automatically by NOS/VE when required.

e« PMS wvolumes can be grouped Into a togical unit of storage to
ald recoverabliity, usage contro! and transportabilitye. The
{ogical unit can be dynamically redefined wusing system
utilitles. ‘

2e8e4 ASSUMPTIONS AND CONSTRAINTS

e NOS/VE R1 does not support removable RMS volumes.

e A basic Device Scheduler Is provided in Ri. A user may suooly
a single RESOURCE command located 3t the beginning of the SCL
command stream (exact Jocation to be fixed and ¢t be
determined)e The Job will not be selected for execution until
all the devices required by the user are slmultaneously
available. A more dynamic device scheduling to be provided in
NOS/VE R2 will ~emove these restrictions.

7

3.8.5 DESIGN APPROACH

3e8e¢5.1 User Interfaces

Two command/orogram interfaces control device scheduling and
assignment. The REQUEST command/orocedure assocliates a
sarticular device with a fite. Association of a device with a
file is broken 38s the resuit of an UNLOAD or RETURN or when a
fite is closed. :

3+845.2 Device Scheduling

The RESOURCE command/request directs scheduling of tape
transports and disk drives among jobs. Each non-preemotible
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resource (7/9 track tape, 84L/885-1X/885-42 mass storage) has [ts
onwn scheduling count which specifies the maximum number of
~esource unlts to be used concurrently by the jobe. The 1initial
RESOURCE command/~equest establjishes the scheduling count for
each resource to be usede A user may change the scheduling count
by 1Issuing a subsequent RESOURCE command/request or a RETURN
command/request.s The scheduling count for a resource, Once
estabtishedy may be incresed by a Job only ((f alt files
previously assigned to units of that resource have been returned
to the systeme.

3e8¢5+3 RMS_Managenent

Mass storage volumes are grouped into logical sets. Each set
is identified by a set name and each member volume is identified
by a volume name (external and internal identiflers). Each set
incltudes a3 master volume that must always be online when the set
is In use. A descriptor of the set and a catalog directory is
recorded on the master. The catalog directory ldentifles wnaster
catalogs residing within the set,

Based on usage and/or hardware characteristics, some sets are
permanently online, some may be removable (note: Ri.only suoports
online storagel.

Each family 1is associated with one or more sets. NOS/VE
automatically manages’ {(es+Qey space assignment, mounting,
dismounting) family sets. Auxiliary sets (one that 1is not
defined to the family) can also be accessed by vallidated users.
Their wuse ([is di~ected by REQUEST commands/requests within a
Jser®s job.

3.8.5.4 Configuration Management

3eBe5.4.1 HARDWARE ELEMENT STATE

A hardware element dynamically assumes one of ¢three primary
states?

e On State

The ON state indjicates that the hardware element s assumed to
be fully operationai incltuding?

powered on
media mounted
controlware Joaded
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3e3e5.4.1 HARDWARE ELEMENT STATE
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“ready"”
etCe

Elements in the ON state may In fact not meet all of the above
criteria and it noty appropriate action 1is taken by
configuration management. This includes:

operator notification
controlware loads

CEM power sequences
etce

An element whose state changes to ON Is subjected ¢to element
dependent reinstatement procedures including?

controlware loads
CEM power on seguences
fabel searching

« Off State

The OFF state Indicates ¢that the hardware element is not
available to the system.

An element whose state changes to off {is “immediately"”™
unavailable to any software access {including maintenancel.

e Maintenance State

No assumptions are made about the condition of a hardware
element in maintenance state. Only maintenance software can
access these elements.

An element whose state changes to maintenance ls immediately
avajlable only to maintenance software.

The following table jillustrates the oermissable hardware state
changes from the point of view of the system operatsre CE
operatory and maintenance software. Maintenance software will
only be able to be 3activated by a user who meets specified
secur ity measurese.
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3+83.5e4,1 HARDWARE ELEMENT STATE .
STATE CHANGE 1 PERFORMED BY 1
] 2
-— ——tmmee- Jommmeme b e e el e e ee 3
H ! SYSTEM CE 1 MAINTENANCE L
FROM 1 T0 { OPERATOR ! OPERATOR ! SOFTWARE 5
----------- tercccnccnccrcc e ccccrccctcccccccncn frencncnascee 6
H 1 ! H 7
ON 1 OFF H Y 1 N { N 8
ON ! MAINTENANCE 3 Y H N ! Y 9
OFF { ON 1 Y H N 1 N 10
OFF { MAINTENANCE ! Y i N 1 N 11
MAINTENANCE § ON H N ! Y H Y 12
MAINTENANCE { OFF i N 1 Y 1 N 13
14
3eBeSelbe2 SYSTEM ELEMENT IDENTIFICATION 15
16
Every system ha~dware element has a unique jidentifization 17
number called the System Element Number (SEN). 13
19
Command (i(nterfaces ¢to configuration management will no~malily 20
utitize the SEN although physical path orlented references may be 21
semitted in some commands. 22 «:j
23
References to hardware elements such as .channeils and 24
controllers will also indirectiy reference subordinate hardware 25
elementse. 26
27
Je8e¢5.4.3 CONFIGURATION DISPLAYS 28
29
Configuration displays oprovide information on any or all 30
hardware elements. Displays may be based on SEN or° SEN range? 31
efement ¢cJass = e<Qey disks tape, controlliersi hardware sath - 32
€eJey channel 10, equipment 73 and system state - €eJe s 33
ON/OFF/MAINTENANCE., 34
35
Disptay format and content Incliude the following informaation 36
{nwhere applicable)? 37
38
physical connection data (paths) 39
software defined status L0
error history 'S
current shysical state 42
maintenance register content L3
SEN Ly
device ciass/code (CEVAL based) LS
current maintenance activity 46
media info {mounted or not, set name, VSNy ring or L7 ‘?\
noring, efc.) LB
Job related info (user name, tast access,y, etce.) L9
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3¢3¢5.4.4 CONFIGURATION MANAGEMENT COMMANDS
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3e8¢5.4e CONFIGURATION MANAGEMENT COMMANDS

Operator commands are: provided to perform configu~ation
management functions.e Some commands may be 1Jocked out of ¢the
command repertolre of speciflc operators such as CE®s or tape
~oom operatorse. .

Configuration management functions provided by command are?

Asslan equipment
Change a hardware element®s state (ONy OFFy MAINTENANCE)
Change a hardware element®s software defined condition?
read only
no alfocate
primary nath setection
Change desc~iption of hardware relationshios
(add/delete/modl fy conflguration table info)
Set programmable hardware registers
cache enables
map enables

2eBeSe4 o5 VIRTUAL ENVIRONMENT PARTITIONING

The CPU (s partitioned via the VMID field of an exchange
package. The VMID, which |1Is established via exchange or
CALL/RETURN/TRAP, determines hown the CPU {is to fetch and
interpret instructions and operands from central memory and how
to interpret the register file and interrupnts, etce.

Central memory partitioning between 170 and 180 Is enforced
via two hardware mechanismse For CPU accessy, the virtual memory
mechansim is wutilized ¢to map atl 170 CM accesses into real
addresses 0-N and all 180 CM accesses into reat address ({(N+1) =~
(Memory sjize ~1). For PP accessy the I0U bounds register is used
to disable PP CM w~ite into accesses or one side or other of a
~eal address N.

The memory 1ink mechanism and the NOS/VE monitor ls required
to have limited aczess to CM in both states.

PP partitioning is enforced by utilization of the 1I0U oounds
registere A PP |s either part of the 170 system or NOS/VE and as
such is only capable of writing ({(nto ¢the appronrjate state
nmemorvye. PP*s can be assigned from one system to the other at
NOS/VE start up and drope.

Channels are software partitioned as required ¢to access the
170 and 180 nperipheral! devices, The only channel which may be
shared is the MCH.
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3.0 FUNCTIONS
3.3e5.4¢5 VIRTUAL ENVIRONMENT PARTITIONING
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(=

Controllers may be shared but only if there is a duai channel
access to permit dedicated channel access from each system,

Peripheral media on shared controllers are not shared between
systems but are partitioned via software. This means that 844
controlware must access commands for both 170 and 180 formatted
I/0. .{64 x 60 bit secotrs and 256 x 64 bit sectorse.)

JeBeSelkhe®6 MAINTENANCE INTERFACES

-
o

NN NN e o
O \lmma-é VAN VNES NN OBNOWNE WN

Alt configuration management requests made by maintenance
software are processed by the CEVAL interface. Services provided
by CEVAL include?

system maintenance interlock check

place an element In maintenance state
“assign®™ an element to a test/diagnostic Job
“return®” an element

reinstate an eiement {(from maintenance state)

The hardware elements referenced by the (interface can be
described via SEN or via ohysical pathe A ohysical path
reference need not correspond to an actual entry [In the systenm
configuration tables. _ -

nNNNN
(7] o

Additionally, where +there 1s a reference to a controlter or
channe! element, 2all subordinate elements are implicittly

~eferenced. 28
CEVAL device codes wiill be ¢tied to system defined device 30
codes, 31
32
3e8e5.4e7 CONFIGURATION DEFINITION 33
34
The method for defining a system configuration |is the 35
Configuration Definition Language (CDL). CDL statements wiil be 36
processed by a CDL processor available during NOS/VE deadstart 37
(at basic system run time) and tater during normal system run 38
timee. CODL statements may be entered via operator keyin or 39
oresented ¢to the CDL processor in a file. CDL provides a means 40
for establishing all configuration table information. b;
42
A complete multimainframe configuration can be defined with a 43
set of CDL statements which can be oresented to each NOS/VE 4y
system in the MMF ctonfiguration. There fs a hjierarchy of COL L5
statements which reflects the hardware oaths of a configurations? :6
4
49
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3¢3e5.447 CONFIGURATION DEFINITION
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mainframe statement
I0U statement !
channe}l statement
controller statement
unit statement
unit statement
<
controlier statement
channel statement
PP statement
I0U statement
L

mainframe statement

3.83.6 NOS/170 DIFFERENCES

e NOS/VE REQUEST capabilities differences includes

- NOS/VE allows a user to assocliate a fite with a particular
mass storage set and/or set members.

- NOS/VE does not support the ASSIGN command of the NOS/170.
A subset of the devices supported on the ASSIGN command are
supported by NOS/VE REQUEST. Speclfically, these are?l

885-1X/7885=-42
S44=-4X (DJ)
terminals (TT)

Device mnemonics for mass storage equioment are changed to
be more desc~iptive of the hardware devicese.

- NOS/VE will support devices which will not be supported by
NOS/170 (such as four-head parallel FMD).

@ - NOS/VE system supports assignment of contiguous areas of

mass storage to filess The user can speclfy the size of
the contiguous area {allocation unit size) via REQUEST.
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3+3.6 NOS/170 DIFFERENCES
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e« NOS/VE RESOURC zapabilities differ from NOS/170 with respect
to specific non-preemptible resource support. NOS/VE will not
sypport many of the devices supported by C1780. Plfuse NOS/VE
will suoport new devices which «itll never be supported on
C170. However, the NOS/VE RESOURC scheduling ailgorithm will
be externally compatible with NOS/170.

e« NOS/VE witil asslén a tape unit to a file when the file is

ooened rather than at ¢the ¢time ¢the REQUEST command 1s
encountered. :
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3.9 SEGMENT MANAGEMENT 1
2

\ .

3+.9.1 GENERAL RESPONSIBILITY 5
6

7

e Providing segmenat management services for a taske 8
9

e« Providing segment management services for Job management, 10
program managementy I/0 and maintenance servicese. 11

12

e Assigning the Active Segment Identifier (ASID) to 3 segment. 13
14

15

3¢9.2 GLOSSARY 16
17

18

Address Space = The set of segments addressable In a taske Each 19
address 1[Is unlquely identified by a segment number and 20

a byte namber. 21

()' 22
Known Segment Table (KST) - A table jndexed by segment number 23
nhich contains a pointer to the segment®s FAT and 4

segment interlock record (SIR). 25

26

Segment Interlock Request {(SIR) = A record located in virtual 27
memory which is used by segment managemeat to 28
coordinate segment sharing and to store segment 29

attribute Information. 30

31

32

3.9.3 DESIGN OBJECTIVES 33
3%

. 35

e The segment 1Is a3 majJor element of system securlty. For this 36
reasony a secure subset of segment attrjibutes are externalized 37
t0 user programse. Hardware structures such as the ASID, 38
segment descriptor and the segment descriptor table are not 39
externalized. 40

Ll

e« Segment management provides a collection ot internal system 42
Intertfaces which are not accessible from wuser ringse. These 43
system jinterfaces satisfy the requirements of jJob management, LY
program management, buffer management, ftoader and maintenance LS
servicese. L6
O 47
L3

49
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3.3 FUNCTIONS
3.3.4 ASSUMPTIONS AND CONSTRAINTS
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3e9<4 ASSUMPTIONS AND CONSTRAINTS

e« Cumulative 1lengths of .segments allocated ¢to a task
constrained by the amount of mass storage authorized fto
iob.

e Shared segments with write acces§ must have the cache=b
attribute due to mul ti-processor considerations
processor has jts own cache).

e Sharing of flle segments between Jobs can be accomplishe
permanent file functions (ATTACH).

e« Code segments cannot be passed between tasks. However,
in a3 NOS/VE library can be accessed as a shared file seg

« Data segments may be passed between tasks of the same
Such segments a~e limited %o read and/or write access.

e« Creation of binding section segments (s the province o
NOS/VE loader oniye.

e« 8inding section segments cannot be passed or shared.
« Blndingy execute and wrlte access attributes are mut

exclusive. Tasks sharing a segment may not violate
ruie.

3.9.5 DESIGN APPROACH

Since the segment |Is a basic eftement of NOS/VE s

are
the

YD3SS
(each

d via

code

ment,

jobe.

f the

ually
this

ystem

securityy it is necessary to prevent unauthorlized access to the

seqment descriptor contents To this ends two Iinterfaces
existy program and system.

The program Interfaces to segmen?t management deal solely

temporary segmentse A second i{nterface, unavajilable to end-
3llows system control of segment descriptor entrijes.

3.9.6 NOS/7170 DIFFERENCES

e« The confillct dver user and system extension of user®s
fength which was Introduced in N0OS/170 by the implement
of the Common Memory Manager (CMM) has been eliminat
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3.3.6 NOS/170 DIFFERENCES
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NOS/VE. CMM wilil be replaced in NOS/VE by a combination of
PASCAL-X memory management features and the use of temporary
segments by both user and product set. User and oroduct set
can create uniquey, extensible sSegments without conflict.
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3.3 FUNCTIONS
3.10 SYSTEM ACCESS
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3.10 SYSTEM_ACCESS

34101 GENERAL RESPONSIBILITY

The system access function |Is responsibie for contralling
access to the system andy furthery, to setected hardware and
software facilities of the systeme Access is granted or denied
to users (people) and the programs that execute on their behalf,
The controls may function to allow free access, 1imited access or
no accesse These controls are established and maintained by a
hierarchy of users functioning as "administrators™e The purpose
of the access controls is to benefit installation management,
Jser management, and userse.

3.10.2 GLOSSARY

e Accountt [n the simpiest terms, 3 "charge account®” - users
may be oermitted to charge system ~esource expend]tures *to
an account. _

e Account Administrator: an administrator who may create,
delete and alter descriptions of oproljects within the
relevant accounte.

o« Administratort a user who has been given certain privileges
of contrecl over the system access capabilities of other
userse.

¢« Member? a user permitted to charge system resource use to a
given project.

e« Project?! a suodivision of an account that may be uséd by the
account administrator for bookkeeping and resource ailotment
purposese.

e Project Administratort an administrator who may c~eate,
delete and alter descriptions of maeambers within the relevant

projecte.

¢ System Administratort an administrator who may create,
detete and alter user descriptions and account
descriptionse.

. System State?! a3 name for one of any number of arbitrary
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system states -~ the Instaliation may use this name to denote
the type of system access allowed - current system state |{is

selected by the system operator (or by system programs)e.

User?® an indivlidual known to the system by "user name™.

3.10.3 DESIGN OBJECTIVES

The system access function will provide or assist in the

provision of protection, identiflcation, and access visibitity.

Protection

- of users f~om each other - assist In the equitable
allocation 9f resources among system users

- of the instatlation resources from over-use - for examole
too many tane mounts; requests for mwounting more disk
packs than there are avalliable drives

- of the instaljation from unauthorized accrual ot cha~ges

- of accounts from cost overruns

- of wusers f~om themselves and the jobs they run - to avoid
costy time, and resource usage overruns _

Identification = to assure all users of ¢the system are

uniauely ldentlfled and use of the system is identified with

3 particular user for purposes ofs

- protection

- security

- file and job privacy and security
- biftling

Visibitity

- atlow users and authorized administrators to view the
limits and characteristics assoclated with them or with
the system, account, projecty, or oproject member(s)  for
which they are responsible

- allow users and authorjized administrators to view their
current cumulative state or progress reflative to
appropriate limits

Company Prjvate Rev 3 Feburary 79

[
DO NOANLWN -

Tl ol
NN NN

[¥Y
P




3-64

NJS/VE DESIGN SPECIFICATION

s W ay av v o

03/05/79

- oy w o e 2 2 2 2 2 L L L L 2 Xy eyt rry 2

3.3 FUNCTIONS :
3.10.4% ASSUMPTIONS AND CONSTRAINTS

3.10.

3.10.

3.10.

4 ASSUMPTIONS AND CONSTRAINTS

€ach system user must be uniquely Identifleds It will be
assumed that nultiple people do not share a@ common user
identificatione

Provision for “visitor®™?

All system use must be accountable or billable. Therefore,
whenever the system is being accessed by a usery, there must
be an authorlzed account to charge.

Limits are »olaced prima~ily wupon what an Individuatl user
does for a prolect, not upon the user. HWillingness to pay
and need for resources are associated with the work a user
doess NOot the user. :

System access characteristics f(authorized users, ilmits,
etc.) must be manipulable = In a controlled fashjon = by
peopie other than centrally located installation persoanels

- creationy deletiony, 0f user descriptions

- setting Iilmits on users, accountsSy eee

- setting defaults for usersy accountsy sees

All usery 3account, projecty etc. description records must
provide ejlements reserved for installation use.

Provision must be made for an instaltation-defined module to

be executed at$

- job entry time - before the job is queued (if aporoprilate)

- beginning of jJob execution - after coming out of an input
queue

- any time certain resources are requested (rest~icted
accessS programse magnetic tapes, disk packs) :

5 DESIGN APPRDACH

5.1 User _Management

The fundamental groundrule under which these user definition
and management facilities were desligned was that they were to be
“NOS=-tike", Thereforey, the current design wused by NOS was
assumed to be the base and additions, deletions and alterations

nere

made for the purposes of resolving existing NOS RSMss other

suggestionsy, and changes in operating eanvironment due to CYBER 30
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such as the basic nardware and software architecture. 1
2
The NOS/VE wuser management scheme assumes, 3as does NOS to 3 3
lesser extent, that each iIndividual person who uses the computer 13
system has a unigue user jdentificatione In NOS this iIs called 5
the *"user number™, In NOS/VE it is called the "user name . {The 6
. change In terminology reflects a desire to humanize the interface 7
a bitle The design of NOS/VE attempts to facilitate this uniqgue 8
identification by such things as making it easler to create new 9
userss and by enhancing the convenieace of sharing permanent 19
files among groups of.userse. 11
: 12
NOS has two levels of people who exercise some level of 13
control over user descriptions. The highest is an anafyst who i
may create new Jsers, delete wuysers and alter user validation 15
informations For each charge number, 3 *“master user”™ may be 16
apnointed to add and delete users from projects and to maintain i7
certaln limits on use of the system and of account funds by i8
individual project memberse. NOS/VE extends this two tlevel 19
hierarchy by one jevel by atlowing "account administrators®™ 20
(rather |Ilke master users) to appoint “project administrators”™ 21
o who can exercise some contro] over project members. Al though 22
only +three jevels are defined herey, If the need arises the basic 23
design can be exteaded to cover more. Alsoy through the use of 26
preset default valuyes,y, users may be made generally unaware 2f any 25
hierarchye This would be useful to installations that do not 26
wish to break their users into projects and to charge by atscount 27
and projecte. 28
29
Two fundamental assumptions aret 1) all system wuse must be 30
accountables ) 1imits should be placed uoon what an individual 31
does for a projecty, not upon the Individual wuser. The first 32
assumption means that, for examples 3!l Jobse all connect time 33
and all permanent fjles must be chargeable to a oparticular 3
account and project. This means that the user must be “running 35
under®™ a project at all timess The second assumption means that 36
the account and project administrators have more control over 37
users than is allowed by NOS. gg
3.10.5.2 Admjinistrators ‘*g
4
L2
The concept of "administrator®™ Is used in order to provide a L3
focal point for responsibility, control] and accountability. An &bk
administrator is responsiblie for the use of the system by some 45
group of userse. The administrator can be held accountabie for L6
‘ﬂb certain aspects of this use. These responsibilities require that W7
the administrator have some level of control over the users in 48
the group when they are doing group-related worke. NOS/VE 49

Company Private Rev 3 Feburary 79




3-66
N2S/VE DESIGN SPECIFICATION
03705779
3.) FUNCTIONS
3.10e5¢2 Administrato~s

AP W A AP EV CPED B PO > a - o av o> Ll o L X X o o 2 L 24 L 2 o 2 L 2 X 2 2 2 L 2 2 2 2 T L 2 2 2 2 T T 2 J

orovides several levels of administrators fin order to facilitate
this controle An administrator may exer?t controls directiy -
without the need to get some other person to do so.

Each administrator may place restrictions on all “subordinate™
activitiess For exampley, the System Administrator (SA) may
speclfy that account "Plumco™ may have no more than 20 permanent
fitess The Account Administrator (AA) of “Plumco®™ may then
specify that the subordinate project "™Shipping™ may have S,
oroject “"Manufacturing™ may have 10 and project ™Recelving™ may
have 65, The Project Administrator (PA) for “Shipping™ may then
olace a timit of 2 on project member "J_Jones”y 2 on "M_Smith™
and 1 on "Linda_Davis”™. The *“Shipping™ project may never exceed
5 filesy Nno matter how many members are inciuded in the project
by ¢the PA, If this were desiredy the PA would have to make
arrangements for the “Plumco”™ AA to increase ¢the 1(imit o7 the
oroject {(which would ¢then probably cause a reduction for some
other *“Pjumco™ project).

Each of the major entities - accounts, projects, members and
users <= are cha~acterjized [n seperate "descriptions™. Each
description is "owned™ by the aopropriate administrator. The SA
oWns the accounts~description, the AA onns the
pro} ects-description, and the PA owns the members~descriotion.
In additiony, since individual users may be members of mul tiole
orojects and multiple accounts, the SA onns the
users—-description. Access to these descriptions is controlled by
a orogram or programs which have the abjility ¢to alfow certain
users to operate on the descripntion data In certain wayse. For
example, the PA(s) would normally be permitted by thelr AA to
examine f(only) ¢the 11imits on their prolects and to examivae and
alter the default ~ing number for their projectse.

3410.5.2.1 SYSTEM ADMINISTRATOR

The SA s a registered user. There may be several SAs oper
Instatlationy, one (or more) for each family - or the same
individual may be ~egistered in each family and perform ¢the SA
func tion for accounts within that familvye The SA In this context
definesy undefines and alters the descriptions of alt accounts,
Iincluding AA ldentification, fimits and other account
characterjisticse The concept of "account”™ is for the benefit of
the installation management. This management needs to know who
to charge for services rendereds resources consumed, etc. Linmits
are placed upon accounts in order to orovide control over system
usee This facilitates effective Installiation management.
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3e10¢5e2.2 ACCOUNT ADMINISTRATOR

The AA s a registered user, Each AA is appointed by the SA
and need not be a member of a project within the account. There
may be more than one AA per account., The AA defines, undefines,
and alters the descriptions of projects within the AA®s account.
The concept of pnroject is for the benefit of the AA, Privileges
and charge reports are provided by prolect in order %o facititate
account administration,

3410.5+2+.3 PROJECT ADMINISTRATOR

The PA is a registered user. Each PA is aopointed by the AA
and need not be a member of the project to be administered,
There may be more than one PA per project. The PA defines,
undefines, and alters 1imits and other characteristics of oroject
members. A oproject member iIs a user who 1Is allowed to charge
system wusaga costs to a particular orojecte Limits are ptfaced
Joon members rather than users since tyoe of work and abiliity or
wittingness ¢to pay depends upon 3 project - not a users [(There
is no reason why a user could not be the sole member of an
individual account and project,]

3.10.5.3 Accounts Projects Member and User NDescriptions

3¢105.3.1 GENERAL

Element Access Control

Each account, oroject, member and user description Includes
enforced timits imoosed by an adminlstrator and default values
for the convenienc2 of the respective user or group. The [mposed
1imits should be orotected from alteration by the *“limited™
entity. The defaultsy howevery should be alterable. In both
casesy It Is necessary to be able to examine the current values.

To allonw thisy each element in each description has assocjated
with it a change level. Each 1level h3as an associated value.
These values are set by an administrator and iimit whether a
subordinate can change the element, In order to change element,
the subordinate must be running at a level greater than or equaf
to the value. For exampley, the SA may set the “change™ value to
99, If the defined running levels for users are always between
one and 90, then the AA would never to allowed to alter ite.

The exact change levels and method for subordinates to be
assigned these running Jevels will be described elsewhere as part
of the general! support for element secu~ity as applied to
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3.3 FUNCTIONS
3.10¢543.1 GENERAL
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operating system data.

System State

The concept of “system state” is present ¢to allow
installations to control the type and amount of use ¢the systenm
getse Some system states might bey Iin any rational combinatjont

Maintenance modes
External customers only.
“Yop secret™ operation.
Prime time.

No operators.

o & o6 o o

The system state is represented bY 3 value that may be atl tered
o5y an ooerator., The vajues {at least at this point iIn design)

~3re entirely arbitrary and serve only to ldentify which set of

ooerating condiftions are to be enforced - such as those Ia the
“system state *mat~ix*"™ belowe The characteristics and 1imits In
this °*matrix® are associated with system state because they deal
with what a single Job may do - and an instaltation may wish
these to be different from one system state to another, For
exampte, during "top secret™ system state, only “access daths”
from secure locatlons by "top secret” cleared users would be
oermitted. Ory when there are no operatorss Zerc magnetic taoe
Jnits could be used at one time,

3¢10+543.2 DESCRIPTION ELEMENTS
Accounts Prolect 2317d Member Descriptions
- Name
“Name" must be unique within the next higher entitye That s,

account name must be unique within famity, projJect within account
and member within project. For member, this element contains a

‘~egistered user name.

= Administrator Names

These are the regjistered wuser names of the administratorse.
This element (s not meaningful for member descriostion.
Assoclated wlith each administrator name Is Informatjion regarding
the modes of permanent file access that the administrator will
automatically have to alt permanent fjles of atl subordinate
mnembers. These modes may not be overrjidden by the members (for
exampley, via PERMIT or CHANGE commands)le This specitfication
allows modes of access to be given as null, meaning no automatic
access privlleges.
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1

- Subordinates - Maximum Number 2
hy 3

The maximum number of projects within an account and members &
within a project 1is speclified here. This element is not S
meaningful for member description. 6
. 7

- Subordinates - List of Names 8
9

For an account descriptione, a 1ist of oroject names aopears 10
here. For a project descriotions, a 11ist of member names ({s 11
givene This element is not meaningful for member description. 12
13

- Defined But Not Jsable = Switch 1%
15

A complete description may exist for an entlty wlthout the 16
abitity to actually use the entity. If this switch Is "on™s the 17
name |s reserved and all Information is kept, but the account, i3
oroject or member cannot be validly used. i9
20

- Valld Date Range 21
O 22
Use of the entity is restricted to dates within this =ange, 23
Outside of the range, the entity remains definedy, but |1is 24
Jnusab) e. 25
26

- Securlty Count - Maximum 27
28

This element speclifles the maximum number of securlty 29
violations that are atlowed each entity member. 30
31

- Permanent Files - Maximum Number 32
33

The entity may have this many total permanent files cataloged 34

on public devices. Requests to create files in excess of this 35
1imit are re}ected. 36
37

- Permanent Files - Maximum Total Size 33
39

The entitv may occupy this much mass storage space fosr all 40
permanent file storage on public devices. Requests to allocate L1
storage in excess of this Jimit are rejected. &2
43

- Permanent Files - Maximum Individual Size Lt
: &5

Mo iIndividual permanent file within the entity may be 1arger 46
@ than this sizee. Requests to alltocate storage In excess of this L7
{imit are rejected. L8
49
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3.105.3.2 DESCRIPTION ELEMENTS
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- Prolog Procedure - Forced

The SA mayy for examples, want all logins for a particutlar
account to run a comprehensjive security check before allowing
processing. This procedure 1s specified here. Any set of valid
command may be contained here. They are automaticaliy executed
before any wuser-specifijed commandse. If account, prolect and
member descriptions atl] specify this elementy, then the order of
execution iss

1) Account proliog - forced,
2) Project orolog - forced.
3) Member prolog - forced.
'4) User processing which may include an elective prolog.

Afthough ¢the term *login®™ |Is usedy ¢the procedure will be
activated for all Job modes.

- FEpltog - Forcead
This set of comnands is the inverse of the forced protoge It
Is automatjically activated at 1logout time - whether normal or
-abnormals. The order of execution is the reverse of ¢the orolog
sequence. No user or procedure action can cause °forced® eplitogs
to not be executed.
- Installation-Defined Limlts, Characteristics
Instaliations may define additional elements,
- System State "Matrix™

For each system statey, values are assigned for the following
elements,

e Access Paths Allowed

This etement specifies the physical paths that jobs may use to
enter the system. For exampley, “system consoie™y, "Jines 29-45 on
network processor 3, "answerback drum °*xyz*", "local card ~eader
3“9 efce.
e« Famity Access Atllowed

This element specifies the families that entity jobs may wuse
for purposes of job executions output file disposition, etc.

e« Magnetic Tape Unjits At One Time = Maximum Number
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Each entity job may have no more than this number of magnetic
tane units in use at one time, Requests for more than this
number are rejected. ¢

e« Removable Packs At One Time - Maximum Number

Each entity Job may have no more than this number of
~emoveable packs in use at one time. Requests that would exceed
this timit are rejected.
e« Messages Per Jod - Maximum

Each entity Job may issue no more than thls number of MESSAGE
~equests to the system dayfile. Jobs which exceed this amount
are terminateds Interactive users are warned prjor to the linit¢t
being exceeded,
e« B8Batch Control Statements Per Job - Maximum Number

FEach entity job may execute no mo~e than this number of
contro! statements In batch mode. Jobs which exceed this amount
are terminatede.
e Print/Punch Files Disposed At One Time = Maximum Number

Each entity Job may dispose no more than this number of files
to print and ounch queuesSe. Requests whicth would exceed this
amount are relected.
e Cards Per Punch File = Maximum Number

Each entity job may punch no more than this number of cards
pe~ punch disposition files Fites which exteed this number are
not punched In their entirety.
e Lines Per Print File - Maximum Numbe~

Each entity Job may print no more than this number of 1lines
ser print disposition files Ffiles which exceed this number are
not printed In thelr entiretye.
e« Central Memory Per Job - Maximum HWords

Each entity job may use no more ¢than this amount of real
memory at one timee. Job ~equests which exceed thls are

r~ejected,.

« Bulk Storage Per Job - Maximum Words
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Each entity Job may use no more than ¢this amounf of bulk
memory at one timee. Job requests which exceed ¢thlis are
~e] ected. .

e« SRUs Per Job = Maximum Units

Each entity Job may consume no more than this number of SRUs,
Jobs which exceed this are terminated. Interactive use~s are
narned orjor to the Jimit being exceeded.

e Files At One Time Per Job = Maximum Number

Each entity jJob may have no more than ¢this number of files
xnown locally to the Job at one time. File ~equests which would
exceed this number are rejected.

o New Mass Storage Allocated Per Job - Maximum

Each entity Job may use no more than this amount of new
storage per Jobe The 11imit is checked dynamically. Any file
~equest which would exceed this limit is re]jected.

e Deferred Batch Jobs in Queues At One Time - Maximum Number

No more than this number of entity deferred batch Jobs may be
oresent in queues at one times Requests to activate new deferred
batch jobs are rejected {f this 1imit woutd be exceeded.

e« May Request Non-Allocatable Equipment - Switch

This element specifies whether users oY this entity may use
non-altlocatable equipment requests.s If noty, and such a request
Is issueds it s rejected.

« May Issue Auxiliary Device Requests - Switch

This elenent speclfies whether Qsers of this entity may use
suxltitiary devicess If nots and an auxitliary device request |is
issuedy it is rejected.

e List In "Online Users List™ - Switch

The "online users {ist"” contains the names of users that are
currently running In the system, If no entity member may ever
apnear in the Jisty, the switch is set to "never™. It all entity
members must always appeary, the switch Is set to "always“. It
the entity member may choose to appear or noty, the switch is set
to "toggle.
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e Ring Number - Minimum

No entity Jjob may specify a ring number lower than this.
Requests which would violate this {imit are rejected.

e Ring Number - Default Initial

The default Initial ring number for a Job ls svpeclfied gere.
This number must be greater than or equal to the *“ring number -
rinimum®,

e SRU Coefficients {Account Onily)

Fach abcounf may be assigned different SRU coefficients by the
SA with this element,

e« Terminal Output Access Control List

This element defines what users or members may dlspose outout
tiles to terminals being wused by entity memberse, These
permissions are similar to those aoplied to permanent files. For
example, in a mamber descriptions this e2lement may soecify that
Ahen this member is 1ogged in at a batch terminal, the te~minal
may only recieve output files froms

anyone in oroject A

and anyone In project B

and user “smith"

and user "jones”™ when "“jones®™ is running as a member of p~oject
Ce

- Job Classes Pernitted

Each entity job may use only these job classes. Jobs which
specify non-permitted classes are rejected or terminated. [Job
cliasses may include such things as oriority, maintenance job,
System lob’OQ.]O

e Job Class - Default Initiafl

This elemen?t specifles the default Initial Job class for all
entity jobse.

e« Job Types Permitted
Each entity Jjob may use only these job types. Jobs which

speci ty non-permitted types are re]jected or terminated. {Job
tynes may include such things as transactionjsesesl.

e Job Type = Default Injitial
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This element speclifies the default Inltiatl }job tyoe for all
entity }Jobse.

e« Job Modes Permitted

Each entity Job may use only these Job modese. Jobs which
specify non-permitted modes are rejacted or terminateds T([Job
nodes may include such things as interactive, batchseesle
e Instaltlation=Defined Limits, Characterjistics

An installation may specify additional elements here.

User Description Elements

- Name

Each user has a unique name within the family. This name 1is
Jsed to identify the user to the system and to other userse.

- Uniqueness Guarantor

Since several individuals may create new users, and since {¢
is Important to have only one record of an individual usery, some
unique value (s hreeded to assure only one recordes This element
may contain a value that is Inherently unique such as employee
aumbere When a3 new user i3 created, this element can be scanned
fo~ atl users to check for a dunlicate,
- Password

This password verifies the user to the system,
- Account and Project Name - Initial Detault

Since each user must be charging to 3 project at all times, 2
method s needed to specify the project to be charged at least
from the time of login to the time of an account and project
specification commande This default provides thise In addition,
it simplifies the user®s Interface 1f he always or usually uses
only one account/project.
- Address Information

Miscellaneous information about the user‘s mail addressy etce.
- Prolog - Electlive

This element speclfies the set of commands ¢to be used at
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3e10e5e3.2 DESCRIPTION ELEMENTS
togin. These commands are chosen by ¢the user énd are

automatically executed atter any forced account or p=~oject
orologse. .

- Epilog = Elective

Any Jogout commands that the user wishes to execute on a
normal or abnormal Jogout |[Is specified heree. They are
automatically executed before any project or account epllogs.

- Last Login Date and Time

As a security p~ecautions the date and time of the user®s {fast
Jse of the system are recorded here for the user®s examination.

- Security Characteristics
Up to ten user characterlstics may be placed here Iin order ¢to
orovide wverjifjcation of the wuser over and above the simotle

passworde For exanpley, drivers {icense number, mother®s name,
efce.

.

- Instaitation-Defined Characterlistics

Installations may define additional characteristicsa
3.10.6 NOS/170 DIFFERENCES

e« "access permission™ is removed - capabilities of "access™?

- "diat”™ command - renotaced by generalized
terminal~to-terminal communication caoability

- "monitor® command - reofaced by generalized
terminaj-to-terminal commun jcation capability - the

“wiretap™ anility of “monitor™ is removed
- “user® command - repiaced by generatized “online user
Iist"
e ™"default character set”™ removed - character set s ASCI

« all aspects of indirect/direct permanent fijle 1imits are
merged

o the concept of *user index”™ is remaved
« charges prolject Is always required
o« "speclal transaction privileges”™ removed - replaced by ™job

Company Private Rev 3 Feburary 79

WP NONEWN -

el el ol ol e
NONFWN D

-
O ®

NNNNNNN
oM FEANFEO

WUHNNNN
DO ® N

(2N
N -

W W W W
NS W

W
O e~

L 3K 2 R
FuanN,O

SEPbESE
D oo~NOW




3=-76
NOS/VE DESIGN SPECIFICATION
03705779
3.1 FUNCTIONS
3.10.6 NOS/170 DIFFERENCES
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modes permitted™

“permission to use System Control 20int” removed - no System
Control Point ' :

user can always change his own password - users do not share
user names, user needs privacy, controls may be exerted on
members by SA, AA, PA

"system origin job privileges™ replaced by Job class concept
and "Job classes permitted”

"may access system files (1lbrary)™ replaced by peraanent
file capabilities including access by catatog

“special accounting priviteges™ replaced by the hierarzhy of
administrators and the assoclated fimitations and
capabilities of administrators '

default terminal characteristics, ®injitial subsystem®™,
“timeout*™ replaced by ability to Insert corresponding
commands into prologs

three levels of administrators - SAy AAy, PA - repface the
“master user' and "system analyst"™ concepts and capabillties

“may create permanent files™ replaced by ability to set
“max imum number of permanent files™ to zZero

“answerback” ~eplaced by "access paths allowed"”

“CPU time per Job step™ removede This may be speclfied on a
job by job basis by user paramete~ or command., SRUs per }ob
is felt to be a suffjcient limit.

automatic read-only permission to permanent fliles that is
given via the presence of asterisks in a NOS user number |is
replaced by the abllity ¢to specify automatice forced
accessibility modes assocjiated with administratorse.

“terminal access control {fist” expands upon the NOS
capabliity of only atjowing outout to a terminal logged in
by the same user {or to subordinate via asterisks In user
number) ., The ability to (timit what will appear at a
terminal s retained, but accomodation iIs made for oublic
terminalsy project-only terminals, etc.
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3.11 SYSTEM LOGGING
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3.11 SYSTEM LOGGING 1
2

3

A

3.11.1 GENERAL RESPONSIBILITY 5
6

7

The system Qlogging function (s responsible for maintalining 8
several system logs for the purpose of recording system and job 9
activities in orde~ to provide:? 10
11

- data for analysis of system performance 12

- data for analysls of system workioad 13

- detalled Job=step level trace of job flow 14

- data for analyslis of hardware pe~formance and usage 15

- trace of system operator activities 16

- bliling Information 17

. 18

Each system 159 has 3 speclific set of uses and access to a 19
speclfic fog 1Is controlied. 20
21

O 22
3.11.2 GLOSSARY 23
) 26

25

System Log - The system 11o0g {s a repository for information 26
regarding external system workloade That is, the work 27

the system was asked to do via commands and the high 28

level ~esponses of the system in regard 3 the 29 -

commandse. 30

31

Account Log - The account log contains accounting and billing 32
information. This consists of resources and/or 33

services used, “who™ used them and “who™ to chargee. 3

The account 1log should be the only tog needed for an 35
instatlation to do billing. 36

37

Engineering Log - The engineering 1tog contains information 38
regarding system hardware usage and errorse. The 39
engineering log shou!d be the only 1og needed to 40
perform hardware usage and e~r~or analysise. 41

42

Statistics Log = The statistics 1103 contains detajled system L3
worklioad Information and detalled system perfo~mance Ly
information ({(i.ees the way the system responds to the 45
workload) . L6

At though some of this information is recorded In other 48
fogsy a separate log is maintained in order tol 49
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- keep otheriogs relatlvely “clean™ or oriented to
their own purposes

- allow possibly large amounts of data to be recorded
in a compact binary form

It Is Intended that the iInstaliation have flexliblllty
in deciding what is to be Jogged and when logging wil!
occure

Job Log = The Job 1log contains a trace of job execution.
Information concerning the work requested and
accompiished 1Is recorded here, It provides 3 summary
of the flow of the Jjob, oroblems encountered and
charges accured by the job.

Job Statistics Log = The Job statistic 1og content Is simitar to
that of the global statistic 1oge It contains detailed
job per formance information. The recording of
information in the globa) {og is controfted by the
Installation In regard to what is recorded and when,
For the Job statistic togs this control is exerted by
the user. Although the instatlation may determine what
may be recorded in this logy the user determines when
Jogging is to occure.

3.11.3 DESIGN OBJECTIVES
To be supplied.

3eile4 ASSUMPTIONS AND CONSTRAINTS
To be supplied.

3.11.5 DESIGN APPROACH

Global 1{logs a~e maintained for the entire system. All Jobs
may make entries into these logs. Oniv one of each |s defined at
a ¢time - as opposed to Job-local logs where there wil] be many
occurrences, one per Job.

Global logs are permanent files owned by the systemy¢ and as
suchy receive the same protection and recoverabitity capabitities
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3.11.5 DESIGN APPROACH
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as all other pe~manent files. In order to identify the
partlicular permanent files which are the 1ogss there wilfl be a
catalog for the *“system®, At system recovery time, the logs are
ATTACHed via this catalog using predefined names.

The Job=local 1ogs are created as temporary files for each
jobhe Protection and recovery methods avaliable for {ocal
temporary files are avajlable for these logse A special case may
be that of ¢the operator facjility (facilities?) which will
execute as a Jobe In this casey 1t Is Important to not lose the
record of operator activities after interruntion. If this i(s not
fully handlied by job and temporary file recovery, then these 1ogs
nil! have to be created and recovered as permanent filese.

In order to0 assure that the Individual global fogs are stored
on devices with characteristics appropriate for each logy the
Instatlation will be able to specify the set name upon which each
log 1is to be recorded. System Initlatization atiows this to be
set. When the system is initialized, these files wil be DEFINEd
on the proper sets.

3.11.5.1 Account Log Content

The account Jog Information inciudes?

Date whenever it is established or |t changes.

Atl system inltialization and recoveries

Entry of a Job into the system.

Start of each Job execution.

End of each }Job execution.

End of each Job executione.

End of disposition of each output flle.

€ach rerun of a3 job.

Establishmeat or change of project membership for a Job.
Estabiishment or change of SRU coeffjcients for a Jobe.

A1t accounting accumulators at end of job and whenever
project membership for a Job changes and whenever SRU
coefficlients change,

Al11 accounting information [tems that have no accumuflators
- recorded as services are rendered.

- QOthers as determined by accounting designe.

3.11.5.2 Enagineerjng Log Content

The engineering log information includess
- Date whenever ]t is established or 1t changes.
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- All system Inltializations and recoverles, 1
- Hardware conflguration (e.gey using NOS/170 terminology, 2
which CMRDECK was used). 3

= Hardware configuration options and changes exercised at 4
deadstart and during operation 5

- Identification of controtware foaded. 6
- Identification of versjon, etce of oerjipheral drivers, 7
MCU software and the "malntenance job"™. 8

= System namey versjion, etce. 9
- Abnormal occurrences relating to hardware, 10
- Hardware wusage Informatjon (cards ready lines printed, 11
tape blocks writtensee) 12

- Mainframe jdentlification and ontions. 13
- Others as determined by physical I/3, ESS, etce. 14
15

3.11.5.3 Job Log_Content 16
17

18

The Job log Information Includes? 19
20

- Date at beginning of Job and whenever it changese. 21
- Atl commands and command error messagesSe. 22
- Any major changes in the Job®s status In the system (e.g.y 23
start of reading card decks end of reading card deck, 24
placed into input queue, moved to mainframe x, dropoed by 25
operator). 26

27

Each entry contains these fjiejds:?

WANANANNANANNANN
WBNONES NN~ OO

EIELD SOQURCE OF FIELD
DATA
Time of day to millisecond Task services
Origin of message TYask se~vices
Message text Catller

W
N e

3¢11.6 NOS/170 DIFFERENCES

s 88
N = o

To be supplied.
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3.12 SYSTEM ACCOUNTING

e

-~ - oy a» AP D A EP AP S O P R P D WP AP D ED B DD D CD CPA O N> OB

3.12 SYSTEM_ACCOUNTING

3e12.1 GENERAL RESPONSIBILITY

The system accounting function {s responsible for measuring
system use by Individual Jobs {In order for the instatlation
management to assess charges for this use. System access
controls are provided for both Installation and account
management in order to avoid cost overrunse. The set of
cthargeable activities (e.g.CP ¢time, memory) is selected by the
installation and a functlion for combining these jtems ([ato a
singte bitling unlt |Iis defineds Methods to examine and limit
rate of expenditure of the billing unit and Its components are
orovided. '

3.12+.2 GLOSSARY
To be sunplied,
3.12.3 DESIGN OBJECTIVES

NOS/VE accounting provides:

e Consistent accountling Information for each execution of the
same process (in the same environment.

« A single bilting unit that refilects all charges accrued by a
) obe

« Detailed jinformation relative to system usage. The single
bitling unit Is a function of this set of data. This
information {s avajitable to users and instatltlation personnel
to support chargese.

e The current total of the single billing unit and of the detail
system usage totals is available to users at any time within a
j obe

e« Instatlation options allow talloring of whch system (tinctudes
appllcation product) resource usage, events or services
comprise the bitting unit (e.gey CPU seconds, records read,
memory used)e. In additiones NOS/VE allonws tailoring ot the
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relative welghts of each datum wused In the bl!(lng uni?t
algorithme.

e Accounting Information for resources or services whose j4se is
controilable by the wuser |s avallable In "user terms®™.
Examples {nclude number of statements comojiledy, number of
fltes accessedy, service level! usedy number of linear equations
solved, '

e Accounting Infarmation that reflects atlocation of vendor
costs to wusers Is avallable 1In *"cost recovery terms”™.
Examples {nclude CPU seconds wuseds bytes of memory used,
channe! seconds used, disk sectors used. ThesSe units are not
always understood or controlliable by users.

e Support of a hierarchy of *accounts™ (charge numbers in
NOS/170), projects within accounts and members {(users) atiowed
to charge to particular accounts, For each accouat an
administrator controis which users may charge to that account
and controls usage of authorized funds by individual users.

e Support for bitling and inter—-iInstatiation cost recovery in
multi-computer networkse.

e Support for ™application accounting®” which altows (under
controlled conditions) aoolications to "unit price” their
services {e«.gesy charge for number of olots produced =~ather
than for the resources used to generate the plots) - and
aliows (under controlled conditions) applications to alter the
algorithm used to compute the blilling unit.

31244 ASSUMPTIONS AND CONSTRAINTS
To be supolied.

3¢12.5 DESIGN APPROACH
To be supolied.

3.12.6 NOS/170 DIFFERENCES
To be supplied.
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3.13 QPERATOR_COMMUNICATION

3¢13.1 GENERAL RESPONSIBILITY

The operator communication function [Is responsible for
permitting communization between system comoonents and varijous
system operators and between user Jobs and operatorse. Displays
of system activity and requests for operator action are
generated., Commands from the operators are processed to control
system operatione

3.13.2 GLOSSARY

CC545 = The C170 oserator console for NOS/7170 and NOS/BE. It

- wit!l not be the standard operator console for NOS/VE
but can be used as an alternate NOS/VE operator console
through the C170 for NOS/VE R1 or as a directiy driven
console by NOS/VE native mode in a tater retease.

Command/Disolay Processor -~ System orovided progranms which
execute as normal NOS/VE user {evel programs to provide
the operator command and disptay interface.

Display Building Procedures - A set of procedures which are
called by the Command/Display Processors to structure
information that is to be displayed on the display
screen,.

Display Generator - A procedure ahich is called by the
Command/Display Processor to format dispiay information
according to the characterjistics of the Operator
Console and send the formatted outout to the display
screene.

Operator Console - Any console or terminal which can be used by a
NOS/VE ooerator to provide visibitity and control of
the NOS/VE systemes It may be a 752y a CC545 o™ a
NOS/VE interactive terminal.

Operator Facility = The coltection of NOS/VE procedures which
provide fthe capabititles required for communjcatlon
with a System Operatore

Operator User = A NOS/VE user who 1s granted System Operator
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priviteges by the NOS/VE vallidation mechanism.

Standard System Console = A 752 terminal which i{s connected to
NOS/VE through the Two Port Muxe.

System Job Interface Procedures = A set of Task Services 3and
Monitor functions which attow the Command/Display
Processors to pass information to or from NOS/VE system
jobs in order to provide visibllity and control over
system jobs.

‘System Interface P~ocedures - A set of Task Services ard Monitor

functions which atjow the Command/Display Processors %o
obtain (information or exercise control over Jobs,
tablesy efce In the NOS/VE system.

System Operator - QA& privileged interactive NOS/VE user who is
allowed to display and control some portion of the
NOS/VE system ¢through operator command and display
requests. An instatlation will normatly assign
operator priviltleges so that one operator (s designated
as the °"master operator® - all other operators would be
*auxilia~y operators® with Jless prlvitege than the
*master operator®, -

System Operator Jobs.- The (Interactive NOS/VE Jobs which are
associated with privileged interactive NOS/VE use~s who
are vallidated as System Operatorse.

Two Port Mux = A hardware mulitiplexer connected directly to the
€180 which has one port for the Standard Operator
Console and the other port for the Maintenance
Consoles

Jnattended Mode = A mode of NOS/VE operation in which the system
functlions automatically without human operator
interventione

3.13.3 DESIGN OBJECTIVES

The genera! objective of the NOS/VE Operator Facility is to
orovide the 11ink between NOS/VE and System Operatorse The
primary functions of System Operators are to respond to requests
for human intervention by the NOS/VE system and to exercise
control over how the system operates. In order to perform these
func tions properiy, System Operators must be able to request that
the operatinag system displiay Information associated with these

Company Prjvate Rev 3 Feburary 79

ORI NOVNE NN

RS s
PVEUN O

(W
o~

NN e
[l — V)

NNNNNN
NoONEWN

N N
O

O N W
SFWN=-O

(2 N7 N7 ]
~N o'\

S rUAGN
WNHOoO®

& &
wn &

SEESE
o > o

=




3-85
NJS/VE DESIGN SPECIFICATION
03705779

3.0 FUNCTIONS
3.13.3 DESIGN OBJECTIVES

O RD AP P AP D N W CPCD CWE WD W B CP WD D WD D U WP TP D C NP D D P D MDD P AP CP CHEW AP D P P T WP NP GPED WP AP AP OO M CP EP CD D O AP BP W LD P W AP P D P B

operator fuﬁc?lons. 1
2

More specific oojectives: of the NOS/VE Operator Facilility are 3

to provide the followlng types of capablilitiess 7S
S

o Provide status and contral of the hardware components of the 6
NOS/VE system such as memory, 1I/D channels, PPUs, disk units, 7
tape unitse unit record equiomenty, communication equioment, 8
etce 9

, 10

e« Provide status and control of NOS/VE Jobs which 2a~e 1in 11
execution or in [Input/outout queues and also the resources 12
associated with these jobs {(memory, disk space, files, tape 13
drives, disk drives, terminals, etcede 14

: 15

e« Provide status and control for NOS/VE system components such 156

as the basic operating system, system jobs, special
installation avolications, etc.

e Request specific actlons from the System Operators such as
mount a tabney, put paper in the printery and accept resoonses
from the System Operators to these requestSe

e Dynamjcatltly provide visible information ¢to the System
Operators so that they can easily determine that the system {s
functioning oroperltly.

e Provide visibility and control of parameters which control the
operation of the NOS/VE system {ee«gesy scheduling of various
classes of Joose secure or unattended mode of operation,

WUWNNNNNNNNNN S
HOWVWINAOVISEWNF,OO®N

eftcCe)e
32
e Report existing or pending hardware and software orsblenms 33
(excessive or unrecovered memory/disk/tape errors, free disk 3
space nearly exhausted, power failure, etc.) and altomwu 35
operator intervention If necessarye. 36
37
e Allow System Operators to communicate with NOS/VE Joos and 33
terminals according to various selectlon criteria such as a 39
particular job or terminaly a4all! Jobs or terminals, a 40
predefined grouo of jJobs or terminals, efc. L1
42
e Alfow authorjzed NOS/VE user ]Jobs to communicate with System 43
Operatorse (YN
%5
e Communication 9f (Information needed for system operation to L6
the appropriate System Operator{s) wilt be independent of ¢the 47
operator conflguration. L3
49
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e« Provide an Interface that ailows the following parts of the
NOS/VE system to communicate with System Operators?

On }line diagnostics.

Perioheral equioment managers,

System utijitiese.

Troubleshooting wutititles (locate 1ost Jobs determine
cause of Job failure, etcs.).

e Provide dynamic dispolay Information ¢to system anatysts for
system problems which cannot easily be analyzed with static
information such as dumps, traces, efce.

3e13e4 ASSUMPTIONS AND CONSTRAINTS

The Operator Facility design 1Is based on the following
assumptions and coastraints?

o NOS/VE must provide the same generail operator functions as
NCS/170 and NJOS/BE but the emphasis 1In NOS/VE will be on
having much la2ss requlred ooerator jintervention than on
NOS/179 or NOS/BE. .

e« The operator |Interface for NOS/VE R1 witl be through aormal
Interactive terninals on C170 (NOS/170 and NOS/BE). Operation
of NOS/VE through the CA17D CCS45 via the K display on NOS/170
or the L display on NOS/BE wlil! be provided by simulating a
terminal interface to NOS/VE.

e« The 752 console wiill be suppoorted through the Two Port Mux In
NOS/VE R2e.

e« The CCS545 witl nse supported directly by NOS/VE native mode |In
R2 or a Iater release.
3.13.5 DESIGN APPRDACH
The NOS/VE Operator Facllity design Is based on the following
gujdeliness
a. The following types of consoles will be supporteds
e Standard System Console (752 Terminal on the Two Port Mux)
e NOS/VE 1Interactive Terminals (connected to C170 initialty
and directly connected to Ci80 tater)
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e UCC545 via CL70 in NOS/VE Ri1 and driven directly in NOS180
R2 or a {ater release.,

The NOS/VE Ooerator Facility will suoport the full ASCII
character set, Displays will be normalized to accomodate
device dependent characteristics so that they will be
avallable [n some form on alt types of consoles or teraninals
which are supported by the NOS/VE Operator Facilltye.

The Operator Faciiity must ajllow {(but not require) operator
functjons to be distributed to a set of Operator Consoles
(ie€e9y NOS/VE will not be restricted to a single centraljized
operator consolele.

At] NOS/VE System Operator consoles wil! be handled as normal
NOS/VE nteractlve userse Afl] System Operators must be valid
NOS/VE users 3aad must *Jogin® to the NOS/VE system. Soecial
privileges granted to System Operators witl be determined by
the location (hardwired terminal address) of the Operator
Console and the privileges associated with the particular
*pOperator User®,

The same basic 1Interface must be presented to Systenm
Operators [ndapendent of the tyoe of consofe being used
(within the coastraints of the console itself).

Displays wiltl be optimized for consoles or terminals which
have display screens but terminals without screens wit! be
accomodated. Console or terminal characteristlcs such as
screen size wil! be parameterized at execution time by the
Operator Facitltye.

All system operator command and display requests must be
permanently 1fogged In the NOS/VE System Log and in the Job
Log of the NOS/VE interactive job of the Operator User.

The Operator Facitlty must altow System Operators to have 2a
dialogue with a NOS/VE job or terminala.

The Operator Facility must support an *Unattended Mode® of
operation in which situations ¢that would normally require
ooerator [ntervention, are handied automatically without
operator actione. The installation will be able to soecifty
what action the system should take [f the system is In
*Unattended Mode® in situations where operator intervention
is normally required.

A dynamic display capabitlity must be provided for approoriate
types of coasoles SO that display information ls
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automatically updated on a periodlc basis. Oynamic updating
of displays will) be provided only for those dispolays for
nhich it is aopropriated

The Operator Facility must be extendabje so that standard
commands and displays can be added w#ith a minimal amount of
special effort (leseey It must be possible to devetop displays
and commands as user level programs). This wil] also aflow
installations to easily 3add new commands and displays in

~order to tailo~ the operator Interface to thelir particular

needse.

The external lInterface to the System Operator Ilke the NOS/VE
inter face to the normal user must be ‘*human engineered® 1In
order to make NOS/VE easy tc operate. Some of the specitic
things that must be done are?

e« Command syntax, dispiay formats, naming conventions, etce.
must be consistent.

e Operator . zommands and display requests must allow
abbreviated forms and convenijient defaults ([n order to
minimize operator typing.

e« Parameter errors must be completely dlagnoseé and reoorted
with meaningful dlagnostic messajese.

e« Prompting must be provided where appropriate to assist the
operator In making correct entrjes.

e« On line command and display dlctionaries must be
provided.

e Command verds, parameter namesy etce. must be as °Engilish
like® and as meaningful as possible. ’

The NOS/VE Operator Facility will provide a normai/abnormal
status to System Operators to notify them ¢that the NOS/VE
system 1s running properly or has crashed or hunge NOS/VE
Monitor will cooperate with C173 DSD to provide this
fnformation for the Ci170 operator. NOS/VE Monitor wiil
cooperate with the MCU to provide this Information for the
NOS/VE operato~ on the Two Port Mux Operator Consolese.

NOS/VE Deadstart wiltl not use the Ooperator Facility to
communicate with the operator duriny the deadstart opracesse.
Communjcation wlth the NOS/VE operator during deadstart will
be through the C170 wutitity which performs the initial
toading of the NOS/VE system to Ci80 memory. It is exdected
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that operator communication during NOS/VE deadstart will be
minimal and that It will take place prior to the start of the
actual deadsta~t processs

NOS/VE On line Dlagnostics must be abta2 to share an Oparator
Console with normal NOS/VE operator commands and disolayse.
In particulary, a CE must be able to use an Operator Consofe
to initlate and contro!l On Line Diagnostics which run In the
background while the Operator Console is being used for
normal system operations On Line Diagnostics which sha~e the
Operator Console with the normal NOS/VE operator commands and
displays must use the system |[nterfaces provided 5y the
Operator Faclililty.

The fotlowing approach will be followed for the implementation
the NOS/VE Ooperator Facilitys

The NOS/VE operator interface wiil be distributed rathe~ than
centralized (i.ee9y a number of concurrent operator consoles
with different types of orivileges will be supported)le The
Installation will be ablte to assign grouos of operator
priviteges to each Operator User {n order to partition
operator functions among 3 number of different Operator
Consoles., )

A variety of <consoles wlll be supported (both aormal
interactive te~minals and special operator consoles) but all
consoles will |Interface to the N3S/VE Operator Facility as
normal NOS/VE interactive terminalse. Differences between
normal NOS/VE interactive 'terminals and special operator
consoles will be compensated for as close to the ccnsole as
possible (i.eey the CCS45 on the C170 witll simutate a C170
Interactive terminaly the 752 on the Two Port Mux will be
made to look 1ike a NOS/VE inte~active terminal by NOS/VE
Physical 1/0).

Atl operator commands and displays will be bprocessed by
normal NOS/VE interactive Jjobs which are granted special
*System Operator® oprivileges th~ough the normal NOS/VE
val jdatlon processe. :

The NOS/VE Ooperator Facility will provide an environment in
nhich the Command/Display processors functione. This
environment will include the following interfaces$

e« NOS/VE (interactive Job created by °®Operator User® ®login®
to NOS/VE.

« Command Input through the SCL command interface via GETs
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3.1 FUNCTIONS

3.13.5 DESIGN APPROACH

[

feo

from the interactive INPUT file.

e System Interface Procedures which can be calfed by
privileged Jsers to obtaln Information from the system and
to exercise control over things In the systeme

« System Job Interface Procedures which allow Information to
be transfer~ed to/from NOS/VE System Jobse.

e Display Bullding Procedures which structure [Information
that will subsequently be displavyed at the console.

e A Display Generator that will format structured disnlay
information according to console characteristics and send
it to the console wlth PUTs to an interactive output
fileeo

The Operator Console display screen will be partitioned by
the Disolay Generator into the following sections?

e A header which contains general information such as systenm
version, time, date, etc.

« A&An 3action message area which contains . asynchronous
requests from the system for opnerator intervention,

- A display a~ea which contajins normal system displayse.

e« A command response area which provides accept/~elect
responses to operator command and disolay requestse.

The Operator Faclliity provides ¢the environment fo~ the
operator jinte~face. Use of this environment to provide the
actual operato- interface is part of each area of the NOS/VE
system {i.eey Physical 1/0 will provide commands and displays
to control on line peripheral equpment, etc.)e The Operator
Facitlty area will imotement the dlsplay and command
processing environment and those commands and displays which
do not fall into a particular system area such as a generat
system status displays disptay and command dictlonary, etc.

3.13.6 NOS/170 DIFFERENCES

The NOS/VE Operator Facility will differ from 1{%°s NOS/7170

counterpart (DSD) in the following ways?

The NOS/VE Ooerator Facility will support multiole operator
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03.3 FUNCTIONS
3.13.6 NOS/170 DIFFERENCES
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consoles whlch allow system operator tftunctions to be
distributed among a set of consoles rather than just a single
cenfrallzed console as on NOS/170.

A varjety of console types willl be supported by . *he NOS/VE
Operator Facllity (752 on the Two Port Mux, NOS/VE
Interactive Te~minalsy, etc.) rather than only a single
special purpose console {(CC545) as on NOS/170.

The . NOS/VE Operator Facility witl! utilize the fult ASCII
character set [(if the console atlows i1) rather than Just the
Display Code subset supported by the CCS4S5 on NOS/173.

A1l operator command and display porocessing wlill be through
normal NOS/VE interactive jobs rather than by a dedicated PPU
driverre This means that system operators must loglin,
logouty etce to the NOS/VE system.

SCL syntax will be used for NOS/VE operator commands 3and
display requests rather than NOS/717] DSD syntaxe. .

Automatic syntax recognition {command til1 In) as provided by '

NOS/170 will not be provided for NOS/VE operator commands and
display requests - optional abbreviations will be used
instead.

Smail, medium and large display characters will not be
supported by the NOS/VE Operator Facility.

NOS/VE operator command and display verbs will in general be
dif ferent than those on N0S/170.

NOS/VE dlspiay organization, content and formats will be
different than on NOS/170.

Display intensification and ohasing to attract operator
attention as on NOS/170 will not be provided by the NOS/VE
Orerator Faclllity. Highllghtling portions of a dispfay In
order to attract the attention of the operator will be
supported [f the console being used supoorts [te The method
used to provide hlighlighting {blinkings character Inver~sion,
etc.) will depend on the console characteristicse 1If a
console supports more than one highliighting method, only one
of the methods will be used.
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3.0 FUNCTIONS
J.14 CPU MANAGEMENT
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3.14 CPU MANAGEMENT

3e.14e1 GENERAL RESPONSIBILITY

CPU management functions Include task dispatchingy signal
routingy interval timer managementy error processings PP request
oueuingy real memory management, page faults, and interruont
processings These functions are 'the basic iInterface to the
hardware and represent the most primitive tayer of NOS/VE.

3elbkel.1 GlosSary

Page Frame Table = A page frame table entry exists for every page
frame in the system. Each entry contains page status,
usage datas and pointers for queuing to other frame
table entries. A page frame is aiways on one of the
following aqueues?! free, available, available modified,
sharedy, Job (working set) or wired.

Page Table - The hardware page tablee.

3.14.2 DESIGN OBJECTIVES

Integrjty

A'CPU monji tor operates at the most oriviteged level! within fhe>

system and has access to system wide tables making the Integrity
of CPU monjitor very criticale The following guideliines improve
upon CPU monitor [ntegrity?

e Whenever practicalty move functions out into system tasks or
task services. Keeping CPU monitor as basic as possible.

e Minimize the sharing of memory and tables between CPU monitor
and IObSo

e Serialize as much of CPU monjtor 3as possible, leeey oOnly one
processor within CPU monitor at a time.

e Do not build in automatic retry of hardware detected

malfunctions within critlical system modules. Return status to
higher level modules who execute recovery functlions.
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e Bulld In trace facllities (esgeskeypointsy last N inte~runts
stack) which will assist In verifylang the correct ooeraton of
CPU monitor, .

Cst ncy

Since atl Inter-job communjications, basic 1/0 processor
asslgnment, real memory managements and interrupt handliing is
performed by CPU monitor, efficlency must be a design objective.
A simpite design which wuses ¢the hardware in a stralghtforward
manner helps efficiencye. Addi tional efficiency gujdelines
inciudes

e Have traps enabled when executing CPU monjtor altlowing 170
operations and inter-processor communication to be handlied in
3 responsive manner.

e Consider Imolementing critical portlons of CPU monitor iIn
assembly language. The [nitial design of table and 1wodule
interfaces must be done in PASCAL.

« Aftow the normal case to be handied by resident code and lown
overhead Interfaces (branch) and the abnormal case (table
over flow, erro~s) to be handied by non-resident _code and more
fiexible interfaces (signal).

e« Design ltowest Jeve!l modules to be machine specific.

e« Use a simole appreach when accounting for wusage of basic
resources (shared pagesy CPU ¢time, PPU time, channel time,
etc.)e.

Resource Utjtization

CPU monjtor is ~esponsible for allocation of the most basic
preemptive resources$ processorsy channels and real memory. A
~easonable compromise between giving top services to highest
priority tasks and utilizing resources at maximum efficiency must?t
be an objective. In some casesy dedicating or reserving 3a
~esource for future recuests may improve utitization. Examples
incltudet maintaining a pool of free pagess dedicating PPU{s) to
disk 1/04 maintaining task 1id®s constant for a job®s life,
maintaining ASID®s constant for a job®s tife, etce.
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3.9
3.1

FUNCTIONS
4e3 ASSUMPTIONS AND CONSTRAINTS
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3el4e3 ASSUMPTIONS AND CONSTRAINTS

e The initial releases of NOS/VE use disk as a naging
medium, Ieees NO unique paging device.

e A minimum central memory configuraton is i-megabyte.
3.14o4 DESIGN APPROACH

CPU monitor executes in monitor mode, s wired down, has traos
enabledy interrupts disabledy, and Is entered via an interrupt or
trape. When executings, CPU monitor will have the following
monjitor conditions enabled (MCR blts set) power warnings exzhange
~equesty, external Interrupt and system interval ¢timer. The
~emajining monjitor conditions are disableds, and if they occur,
wilt cause the CPU to hatlte Alt arithmetic conditions are
disabled (UCR blits 07-15 cleared) when executing in CPU monitore.

On interrupt entry, CPU monitor has access to which task had
been executinge Based on the type of interrunty parameter data
wit! be read from the tables which describe the task (exchange
package, segment descriptor table, processor state registers).

Parameters from a task to system monitor via a system catl are
contained in fthe tasks registerse The parameters are organized
into a request block which contains 3 unique code for each
~equest tyoe and is used by CPU monitor for routing purposese.

3.1&;&.1 Processor Assjiagnment

Processor assignment (is performed by the dispatcher. Only
tasks which have a status of ready are candidates for
assignment. The order for assignment Is determined by prioritys
highest priority first, with a3 round robin assignment used across
tasks of the same osrjioritye.

3.14.4.2 Exception Conditions

Exception condltions not directly refated to the executing
task and which do not preclude further orocessing and handled as
follows?

Exchange__Interrupts = This indicates a PPU has issues an MEJ
instructione CYBER 180 CPU monjitor gives control to CYBER 170
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3.3 FUNCTIONS
Jelbslbe2 Exception Conditlions
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CPU monijtor. 1
2

Power _Warnjing - CPU monitor attempts to selectively dumo real 3
memory, disolay a "POWER FAILURE IMMINENT®™ on the system console 4
andy . If possibley, to the terminal users. The condition will be 5
moni tored for 15 seconds by the MCU. If the fault! was transient, 6
the system is restarted. 7
8

External __Inter~upt - This IiIndicates completion of an I/0 9
operation. These are recognized Immediately and cause queued i0
requests to be submitted for processinge. 11
12

System_Interval Jimer = The system interval timer represents a 13
system wide real time clock which is used fors 1%
15

e« Monjtoring the CPU time used by a taske i6

17

e Controlling the executlon quantum for a taske 18

19

« Atlltowing a task to relinguish the CPU for an element 20

time perijod. 21

o 22
e Maintaining the date and time of day. 23

24

e« Detection of requests which have exceeded walt (time) 25
fimits., ' 26

27

Jellholbe3 Eigiﬂg 28
: 29

30

The general paging approach Is to maintain a pool of free 31
sages for satisfying page faults and page assign requests. 32
Whanever the free pool drops below a thresholdy, the replacement 33
slgorithm [s aplied to the existing assigned pages,y, to reolenish 3
the free poofe. Assigned shared pages are maintained on a system 35
basis according to frequency of uses The pages which have not 36
been used for the 1longest time perjod become candidates for 37

~eassignment,

The NOS/VE restacement algorithm assumes that most programs

Will tend to cluster references to certain pages within a time
interval, This oroperty is commonly known as locality with the

set of pages refer~ed to as working set. Occasionally durinag the
execution of a programe, a3 change of locality will occury e«ges
between different ohases of a compilery or the number of pages
within the reference cluster may Increase or decrease. These
changes will be recognized and adpated for by the algorlthm wlth

‘ the objective b2ing to minimize the number of page faults.

R EE E
DB NOVEWN D O
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In generaly, the algorithm adds pages to the working set on
demand (page fault) and subtracts opages by perlodically aging
them and removing from +the working set all pages whose age
increment exceeds a ceiling value. Newly added pages must be
part of the working set for a minimum time equal to a floor
value. New pages are always assigned from the available queue(s)
and removed pages are always added to the available queuel(s).

The frequency of page faults within a Job is used as an
adaptive parameter to.control the replacement algorithm, Hhen
the page fault frequency increases, the values for ceiling and
floor decrease resJylting In pages being removed from the working
set earlier. When the page fault frequency decreases, the
valuel(s) for ceiling and floor (increases resulting iIn pages
staylina In the working set longer, Whenever the free pool droos
below a threshold, the Job working sets will be agced regardless
of the page fault frequency rate.

The algorithm [s aoplied to all job working sets. Pages which
are shared between Jobs are aged on a global basise.
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3.3 FUNCTIONS
3.15 NOS/VE MAINTENANCE SERVICES (NOSMS)
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3.15 NOS/VE MAINTENANCE SERVICES (NOSMS)

3.15.1 GENERAL RESPONSIBILI?Y

NOS/VE Maintenance Services [s a collection of NOS/VE software
which supports hardware test/diagnosiss remedial maintenance, and
oreventive majntenance of non-critical system components
concurrent with customer operatione. It enables’' repair of
non=-critical system components to be deferred fto a suitable
maintenance perijiod.

341542 GLOSSARY

CEM - Confliguration Environment Monitor. A perfipheral device on
the MCH and having the ability to detect environmental
conditions (dew pointy- MG statuss etce.) and control
pover on/power off to C180 equipment,

CPU Monitor - The sortion of the operating system most directly
related to the hardware environment. One of CPU
monitor®s function is to provide the Interrupt handling
for hardeare faultse

Critical Component - A hardware component of a NOS/VE systenm

' without which the 0S cannot function and off-fine

maintenance or Deadstart/Recovery must be performed.
(Reference 1¢3.2.)

CTI - Common Test and Initiatlizatione. This Is a process whose
function is to bring the £18) hardware to a known state
orior to NOS/VE ODeadstart/Recovery executione. It
inciudes operator diatogs firmware 1oads/dumons,
hardware valldatione mainframe attribute determination
and 0S bootstrap load. .

Deadstart/Recovery - (Also NOS/VE Deadstart/Recovery) This is the
NOS/VE software injtliatlzation package. The primary
function |[s to create/recover the NOS/VE environment
fncludings

permanent filesy log fltles

170 quzues {(spooled files)

hardwa~e configuration descriptors
user/system jobs {inciuding local flles)
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3.15.2 GLOSSARY
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Dliagnostic = This is a program (software, firmware or both) which
isolates a hardmare fajlure to a service f{evel
component,

4PA - Hardware Performance Analyzer., A program which 3analyzes
the Englneering Log and produces reports to aid in
preventive and remedial maintenance.

MAC - Malintenance Access Control. A system hardware component
which iaterfaces to the maintenance channet (MCH), It
processes the model independent and model dependent (if
any) functions received via the MCH.

MALET = Maintenance Appllcation Language for Equipment Testinge.
A system for hardware test consisting of a Jlanguage
definitjon and compiler, an executive program and test
orograms.

MCH - Maintenance Channel. The NOS/VE IOU channel connected to
all maintenance access contro) in a mainframe. It
provides maintenance and status functionse. '

MCR €180 Monitor Condition Register {Reference MIGDS).

MCU - Malntenance Contro! Unit. The single PP In a C180
mainframe dedicated to on-line maintenance. The Systenm
Maintenance Monitor (OLMM) program Is resident {a the
MCU.

MMR - Monitor Mask Reglster (Reference MIGDS).

MSL = Majntenance Software Library. An area reserved on systen
mass storage for on-jinef/off-line maintenance software
storage. :

NOSMS = (NOS/VE Maintenance Services). The NOS/VE portion of the
overall C180 OLMF.

JLMF - On Line Maintenance Facility. Collection of software and
firmware which supoorts ¢the myrlad requirements of
concurrent maintenance.

OLMM - On-Line Maintenance Monltor. OLMM (s the 0S PP oprogram
responsiole for MCH monitoring/drivinge By definition,
it resldes in the MCU.

1

Test - A software procedure whose function fs to detect hardware

errorse (Reference Diagnostic)

Company P~ivate Rev 3 Feburary 79

e

WV B®NONE WMN -




: 3-99
NOS/VE DESIGN SPECIFICATION
03705779

D M M WD CP D P D B COTD P ED NP EP D D ED NP CD O OO C EP D NP D ED G P G Sy S Y - o - e v «» - o ap o o

QO :.0 FuncrIons

3.15.2 GLOSSARY
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VLEX = Virtual Level Executive. On-line VLEX is an interface
package which will provide a means for a subset of
off-line VLEX tests to run on-line.

3.15.3 DESIGN OBJECTIVES

e NOSMS wil! collectively be capable of detecting and reacting
to all hardware reported errors In the system. The reaction
of NOSMS must not comoromise system integrity.

e Use reconfiguration and degradation features of the hardware
and operating system to defer maintenance to0 a more cost?t
effective reoair period.

o Facilitate continued useful customer work at all degraded
{evels down t0o the minimum hardware configuration required by
the operating system. .

e« Ensure that recoverable errors are transparent to the user.

e« Maintain a binary format Engineering Log of hardware error and
usage data as per ARH2709 {(Maintenance Information Logging on
NOS/VE).

e .For virtual environment maintenance:?

- The primary system for supporting concurrent maintenance of
C180 hardware 1s the 170 operating system for both A170 and
virtual envi~onment operation in Rie.

- Atlow gradual migration of maintenance software from 170 to
180. White it 1is planned that NOS/VE wiill oprovide a
"significantly enhanced on-fine maintenanc environment, the
amount of maintenance software avajilable to take advantage
of enhanced features in the R1 timeframe is limited. The
NOS/VE hooks for this migration are avajitable in Ri.

- In time crltical system emergenciesy the 170 system can
preempt sha~ed resourcess That isy when an environmnental
warning occursy, the 170 system will be given priority in
performance of [ts shutdown functlions; e.ge.y checkpoint
and/or step. NOS/VE requirements for CPU, perjipherals,
etc. are subordinate.

- Ensure minimum impact on existing 170 software. The 170
system should not have to greatly change the way 1t
per forms error checking and refated functionse
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3.0 FUNCTIONS
3.15.3 DESIGN OBJECTIVES
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Specifically, MTR and 1iMx should "0t need modlflction to
supoort virtual environment and standalone A170
environment, .

3e15.4 ASSUMPTIONS AND CONSTRAINTS

« NOSMS applies only to a single C180 mainframe. Mut tipte
mainframes require multipie Maintenance Services (inctuding
dual state oberation).

e« NOSMS applies onily to i30 state hardware (Inctuding
peripherals). 170 state components {in dual state a~e not
maintainable by NOSMS.

e Oniy single fallures are automatically handled by NOSMS. Tha?t
is, only one hardware component can be automatically
tested/diagnosed at a time. Other test/diagnostic sequaences
may be manually (via CE) activated.

e There must be at least one spare or nonessential PPU for use
by on=line maintenance programs (such as MALET).

« Standard PPU/CPU protocol for NOS/VE will be wused by
maintenance programse.

e« The MCH can be dedicated to maintenance for brief perjods.

« The MCH wil!l be shared by the performance monitoring facllity
during normal (von-maintenance) system operatione.

e The MCU/MCH are not critlcal components for normél {non-fault)
NOS/VE operatione.

e A NOS/VE fault witl not cause the MCU to fautlt.

e« Local and remote maintenance access will have the sanme
capablilities.

e The 2 port MUX is driven by NOS/VE and one port {is dedicated
to maintenance operations (local or remote)le The othe~ port
Is avajilable for use as a system consotle communication pathe

e« A communication path to a3 system or CE operator will be
avaltable to OLMM without 0S assist.

e On-Line Maintenance is applicable only to non-critical system
componentse The folliowing treatise deals with the concept of
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3.3 FUNCTIONS

3e15+4 ASSUMPTIONS AND CONSTRAINTS
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system critical componentss?

cPU :
A C180 CPU will be a critical component 1f it is the oniy
CPU fn a maisframe.

Per ipherals
Unrecovered errors in C180 central memory will have 1 of 3
possible impacts on system activitye.

1) No inter~uption need occur {(not critical)e This is the
case whe~e the memory fallure has occurred In sJuch a

fashion as to not impact NOSZ7VE critical’

code/structureses This may be the case when an error
occurs In a user assigned page framee.

2) A system restart must be performed with possible memory
reconfigaration {(bank interfeave sefect/deselect).
This iIs the case where the failure has occurred in such
a fashlon as to affect the Integrity of critical NOS/VE
code/structuress The system will halte

3) System goes off-llne until memory is repaired. This is
the case where the memory Yailure has become critical
and an off-ljine strategy must be empioyed. A critical
memory fallure is one or more of the following?

a) A path failure Includings
transmission cables
po~ts
fanin/fanout
sec ded
parlty generaton/checking

b) Certain multiple failures in a storage unit which
result In Insufficlent memory capacitye

Peripherals

A NOS/VE peripheral RMS media will be a criticat component
of a NOS/VE system if it contains ¢the only copy of the
system library or If 1t Is the only RMS medla used for one
or more of the foljlowings

swapping

paging

permanent file storage

spooled files

temporary files

etCe
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2.0 FUNCTIONS
3.15.4 ASSUMPTIONS AND CONSTRAINTS
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Media faitures will be critical only 1t ¢the failed area
contains critical (information (such as a criticat 0/S
function page). '

In addition to critical media, other components of a
per ipheral subsystem mavy also be criticale These include?

1) The RMS drive where a critical media is maintained.

2) The single access controfier to which the drive is
connected.

3) The IOU czhannel, barrel, etcs to nhich the cont~oller
Is connec ted.

4) The central memory port to whlch the I0OU is connected.

PPU*S need not be critical components [f there are spares
but they a~e never diagnosed via on-line maintanance
procedures. .

3.15.5 DESIGN APPROACH

Hardware fault detection is dispersed throughout ¢the NOS/VE
system Into such areas as system monitor, OLMM, queue managers,
etc. Each area which detects a fault condition is respoasible
for reportinag it to the mainftenance control faclitity (the
maintenance job)e The reporting mechanism Is Indirect (via the
engineering 1lo0g buffers) for some faults and direct (via signal)
for others.

‘The decision as to how to react to a fault condition fies with
the maintenance jJob. This will Include decislons on what to 109,
what the logging formats shoufd bey whether reconfiguration |is
indlcatedy, whether an automatic test/diagnostic program is to be
Initiatedy, whether to Inform the operator, etce.

" For those faults which cause NOS/VE to failes a backuo facllity
is provided by the OLMM. OLMM has limited capacity for operator
communication and automatic system recovery initiation and for
passing failure data in each case.
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3.15.5.1 yjirtual Environment Error Logging

1

2

: 3

Each state will 1log error and usage information for each &
system component it either wholly owns or shares, the key being 5
that each system will 11og errors [t detects and usage it 6
accumulatess This means that mainframe errors will be fogged 1in 7
170 and 180 system 1ogs. ’ 8
9

The primrary advantage of ¢this anproach is that no changes 19
need be made In existing/planned logging schemes. NOS/VE logging 11
will not be constralined by A170 system 103 formats and 12
conventions and :can wutilize otlanned compaction/thresholding 13
technlques, 14
15

Another advantage is that a clear and immediate path exists 16
for shifting HPA functlons from the 170 to the 180. 130 ltog data 17
will be available Iin R1 to support mainframe HPA although it need 18
not be utilized because the 170 tog wilt have simjitar maiaframe 19
data. 180 peripheral data is also avaltlable in the 180 fog at R1 290
and could be made available to the 170 via a coopy/normalizer 21
‘) program or accessed directiy vlia 180 HPA., Further down the 22
migration paty the HPA emphasis could shiftt to 180 with 23
cooy/normalizer programs to provide the 180 with 170 data. 24
25

The oprimary disadvantage of this approach is that in order to 26
perform HPA for NOS/VE owned peripherals, elther a NOS/VE HPA or 27
3 180 to 170 1og cony/normalizer must be avajlables Furthe~, any 28
such copy/normalizer must be able to equate equipment {a 180 29
state to equlipment in 170 state. : 30
31

3¢15.5.2 NOS/VE Er=~or Processing 32
33

3L

The OWMM wiltl periodically examine the summary status bit of 35
the IOU status summary register and upon finding the bit on, will 36
examine the status reglsters of mainframe components to detarmine 37
specificatly what the hardware error condition ise. 38
39

Normallys OLMM will pass error information to the malntenance 40
job for further action but for hardware errors causing systenm L1
fajituresy, the OLMM can activate automatic system recovery nith L2
~econfiguration or leave hardware error data Intact for atl line L3
analysise Ly
LS

~ Actions caused and/or taken by the OLMM will 1Include the 46
followings L7
_ 48

- Log the error (including threshoids) %9
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3.3 FUNCTIONS
3.15.5.2 NOS/VE Error Processing
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Clear the error iIndicators
Automatic system restart
Automatic reconfiguration
Test/diagnostic activation
Perform a checkpoint

Perform a3 step

Disolay system down indication

In additlony, the NOS/VE monltor witl orocess CPU interrunt
conditions passing error information to the Majintenance Jobe.

3¢15.5.3 VYirtyal Environment Error Processing

In the virtual environmenty, each system®s mainframe error
detection and reaction scheme functions as close to standalone
mode as practicale ‘There are two 3reas of iateraction which must
be examined further.

3¢15e5¢3.1 COORDINATION OF MCH USAGE

Usage of the MCH and various hardware status registers
accessible via the MAC interface must be coordinated between the
two systems. The usage of the MCH will be distributed amoag the
PP monitor and 1Mx for 170 and the OLMM and PMF for 180. These
four Independent processes must synchronize thelr actions in an
efficlent manner that does not tle duyal systems togethe~ via
intersystem memory references or other system dependent methodse.

The MCH itself 1Is used for this synchronization via
combinations of channel flag and channel full statese This
coordination method could be used In standalone A170 environments
to minimize the amount of processing differences when In the
virtual environment,.

In addition to MCH usage coordinatlion, the ?tTwo systems must
coordinate clearing of hardware “error logs”™ or status registers
to ensure that both can detect an error condition before allowing
3 new condition to be recorded. For exampte? the corrected error
log for CM cannot be written when there Is a valid entry
indicated therein. This coordination between 1Mx and CLMM is
per formed over the MCH with CLMM actually peforming the MCH write
of the apolicable maintenance register.

3¢154543.2 COORDINATION OF OTHER SYSTEM ACTIONS

For some of the hardware error conditlions the 170 and 130
systems must coordinate more than simple logging and clearing of
hardware status reglisters. In partlcular, coordinatlion of system
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checkpoint and ste> mode must be considered as well as ptanning
for recognition and subsequent reaction to an opposite system
error condition.

A key issue in the coordination of system checkpoin are system
step mode Is how to atlocate shared resources {CPU and perioheral
devices) In time c~itical situations such as fog and short power
warnings where it {is concejvabie that there is inadequate time
for both systems to respond ¢to the emergencye. Agains the
emphasis should be placed on 170 recoverability in earfy virtual
environment systems as the NAM/IAF, operator facilitys, unit
~ecordy and bulk of flle storage is handled by 170. These
factors place a requirement on the virtual environment design ¢to
be able to cause CPU and other shared resources to be deciated to
one system or the other until a specified set of actions have
been accomplished.

It is adequate to treat operator initiated 170 checkpoint and
step mode in a simitar fashion to time critical checkpoint and
step mode but it may be more desirable to force the operator to
nanually checkpoint or step the 180 system first,

Each system must also be capable of ~ecognlizing and rejecting
an opposite system failure whether hardware or software
generated. In particulars 180 recognition of a 170 fajiture
should at least allow a step condition to occur and at best a 180
checkpointe 170 should at least be able to notity ¢the operator
of 480 fajilures and at best be able to support an automatic 180

~ecover y/deadstart.
3¢15.6 NOSZ7170 DIFFERENCES

The primary difference between the on-line ‘maintnenance
facilities of NOS/170 and NOS/VE s that NOS/VE dedlicates a
system job to provide a centratljized maintenance reporting and
control ling point. This enables more automatic oprogrammed
~eaction to hardware fault condltions. It aiso provides a
simpler interface between the maintenance software defined by
CDED and the related facilities provided by NOS/VE (defined by
cPD) .
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3.9 FUNCTIONS
3.15 NOS/VE DEADSTART/RECOVERY
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3.16 NOS/VE_DEADSTART/RECOVERY

3¢16.1 GENERAL RESPONSIBILITY

NOS/VE Deadstart/Recovery (subsequently referred to

Deadstart) i3 the function which activates the NOS/VE operating
system on hardware which {is 1In a known states The deadstart
orocess Jeaves the NOS/VE system in a3 state which is ready to

execuyte customer workioadse.

Deadstart includes the recovery of permanent file bases,
system log files, I1/0 gueuesy hardware configuration (information

and user/system jJods {including temporary files),

3.16.2 GLOSSARY

Basic 0/S - The smallest subset of NOS/VE which will support the

deadstart job.

CMSE (180) - Common Maintenance Software Executive. The off-=line

180 diagrostic systenms

CTI (180) - Common Test and Initjalization. This CDED product
provides a common front end to deadstart for all 180

systems, Reference 1.4%e1.

Criticatl Error Log - An area on the RMS deadstart device reserved
for use by ¢the off-line maintenance system, CMSE
{Common Majintenance Software Executive) for logging

system hardware error informatione.

Deadstart Device = CTI can operate from ¢tape or RMS as will
NOS/VE deadstart. Hencey, the term deadstart device
will apoply to elther class of device. The RMS
deadstart device wiil be the system library aad MSL

devicee.

Deadstart Job - The first NOS/VE system Job to execute at each
deadstart/recoverye This Job ls functionally a part of

NOS/VE deadstart.

Error Interface = (EI) EI provides the C1806 1interrupt handting
capabilities for NOS/Z7170 when running on the C180

hardware.
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¥ 30162 GLOSSARY

Executing Job = A Job which 1Is not swapoed out or in the process
of being swappede. At least a minimum of the job®s
address space {(working set) is CM residente.

40T - (Hardware Desriptor Tabie) This tabte Is built by CTI and
contains Information describing mainframe attributes
includings

CM size

Prozessor counts and tyoes

Bar~el count

Channel numbers

Processor and maintenance register values
PP on/off status

MCU - {Maintenance Control Unit) The single PP in a Ci890
mainframe dedicated to on-line maintenance and related
functions.

MSL - {(Maintenance Software Library) A Llibrary of mainta2nance
programs residing on the RMS deadstart device. MSL
programs consist of on-1ine, off-1lne, and =c=ommon
{either on~-lline or off-tine) orograms.

0/S Boot - A program on the CTI deadstart device or the NJ3S/170
system {lbrary (dual state) whilch is loaded Into 3 PPU
and given the control of the NOS/VE deadstart processe.
Due to CTI considerationse this program is 1{imited in
size to one sector on the RMS deadstart device.

Swapped Job = A Job which is In a state such that all information
needed to continue its execution is on RMS. Fu=ther,
the Job {is not sublect to execution until a swao-in
process OCCUrs. Characteristics of a swapped file
include?

e« AlJ!l non=-shared non-system segments of the address
space are RMS resident.

e« All system tables retlating to the Job are RMS
resident or backed up on RMS. These includet fjile
tables, eaulgpment assignment information, job
defined queues, SCL defined environment,
accounting informationy etce

e Each task®"s exchange package and segment table are
RMS resident.

System Checkpoint File = A system checkpoint file Is an RMS fifle
which contains information sufficient to reestablish
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3.7 FUNCTIONS
3e1542 GLOSSARY
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the NOS/VE operating environment to the polint when the
checkpoiat was taken. This iIncludes recovery of 2al}
queued I/70 filess opermanent and temporary filesy, and
all Jobs known to the system at checkpoint time. The
act of taking a system checkpoint may be operator
initiated (as In the case of termination of 3 schedufed
NOS/VE operation prior to off-line maintenance) or {¢t
may be system Initlated (as in the case of
environmental! condition warningl). In any case, a
system checkpoint action (s followed by a system hatt,
System restart i(nvaljldates the current checkpolint
file. .

System Job = A Job which {is altways "active™ ({in the NOS/VE
system. System Jobs are permanently installed on the
system s2t. System Jobs peform such functions as?

tink faclility
operator communlication
on—-{ine maintenance

System Set - A set of one or more logically non-removable RMS
devices nhich include:s :

the primary system libra~y device
the MSL device

the RMS deads tart device

at least one permanent file device
at least one temporary file device
at least one queue flle device

System Source -~ At deadstart time the location of the systenm
fibrary (system source) can be one of the following?
« tocal tape -
e« ftocal mass storage :
e Ulinked mainframe RMS Inciuding the dual state link

3.16.3 DESIGN OSJECTIVES

e Provide several {evels of deadstart/recovery?

1. Install (no recovery)

2. Recover permanent file base

3. Level 2 plus I/0 queues

4. Level 3 plus swapped Jjobs

S Level 4 plus executing Jobs

6e Recover from a system checkooint flle
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1

e Support a "no operator”™ mode of deadstart/recovervye. 2
. 3

e Keep the wunique PP and CP code requirements to a minimum L
(eeges utilize as much standard system code as possiblel). 5

6

e Minimize dependencies on factors such as system source and 7
system set device types. 8

9

e Support automatic deadstart/recovery with logical/physical 10
reconfiguration including? 11

’ 12

Mainframes Add/delete CPU 13
Change memory interleave 14

Change page size 15

Add/delete barrels and individual PPU“*s 16

Add/delete channels 17

i8

Peripheralst Add/delete controllers 19
Add/delete devices 20

~N
-

=/

3.15.4 ASSUMPTIONS AND CONSTRAINTS 23
) 2%

25

e« NOS/VE deadstart must function in dua) state and stand alone 26
environmentsa. 27

28

e Virtual environment operation witl involve 3 dynamic deadstart 29
of NOS/VE activated from the 170 statee NOS/170 wilt! not be 30
halted during the 180 deadstart process, 31

32

« Recovery of executing NOS/VE Jobs requires a valld central 33
memory dump on the RMS deadstart device. This will be 34
provided by CTI or by “dual state initialization". 35

36

« The basic 0/S and deadstart ]Job environment is non-paged and 37
must operate in iIMB of memory. : ga

9

e Wherever feasible, NOS/VE system functions must provide an 40
initjiatization state which wil! be responsible for 41
establishing their respective operating environments. EeGes 42
each function will build i1ts own tables In central memory (or 43
RMS)y initiatlize its own firmware and drivers {where L
aopl icable)y 2anrd establlish its own settings of hardware 45

&
o

registers, efce.

©

£
>

e Software activated deadstart/recovery does not include =master
clear. This hardware timitation can preclude automatic

&
¥
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3.3 FUNCTIONS
3.16«4 ASSUMPTIONS AND CONSTRAINTS

recovery from certain faults occurring In the IOU such as CM

1

read errors, etc. 2

3

e CTY 180 witl provide firmware 1o0ads for processorse. &
. 5

. The CTI 180 deadstart device and console drivers are suitable 1)
for use as drivers by the 0/S boot processe. 7

8

9

3.16+.5 DESIGN APPROACH 10
. 11

12

The deslign aporoach [s arrived at chliefly by comparisons of 13
existing CDC deadstart techniques for SCOPE 24 NOS/BE and NOS. 14
SCOPE 2 and NOS/BE have extremely 11a~ge monollithic deadstart 15
programs which duslicate many functions performed by the systems 16
they are deadstarting (examples {ncludet system drivers, RMS 17
allocationy, operator communicatjon, command tanguage processing, 18
etce.)e NOS deadstart, however, achieves a minimum 0S caoasility 19
and then bujlds on this through the activation of special Jobs 20
{control points) to initjialize such things as the magnetic taoe 21
subsystem or traasaction subsystem or time sharing faciftitye. 22
This [s the process which is felt to be advantageous and hence 23‘)
NOS/VE deadstart/recovery is loosiey opatterned afte~ NOS 24
deadstart/recovery. i 25

NOS/VE deadstart [s front ended by CTI 180 for stand aflone 27
mode and by a dual state initiallzation process In dual state 28
environmentse In either case, oarameters will be passed *t3 the 29
NOS/VE deadstart in PPU memory. These parameters will include 30
mainframe attributes such as processor kinds and numbers, memory 31
sizey and barre) and channel soecification. The parameters will 32
3iso include the deadstart panel settings when front ended by CTI 33
or a simulated deadstart panel when front ended by dual state 34
initialtizatione The deadstart panel settings wlil IiInclude the '~ 35
{eve!l of recovery to be performed. (Ref 1.3.1) 36

A key factor in the design Is that the recovery of cent=~al 38
memory structures [s achleved by utllizing RMS for saving and 39
~etrjieving the structures. Saving CM jis performed by the dual 40
state dump facility or the CTI disk dump faclfiity or by the 41
checkpoint facility. A checkpoint facility (is treated as a 42
special case of the general system dump fjiles created by the dual 43
state dump facltiity and the CTI disk dump facllity. L

The current deadstart design aponroach also (impacts the 46
structuring of the deadstart media or file (system source). The 47
following diagram shows ¢the order In which information is L
processed from the system source, 49
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DEADSTART FILE FORMAT 1
2
3
BOI &
trmvcocarcce e cacecwseceeceoe + =% 5
1 cTI 1 1> IF STANDALONE 130 TAPE DEADSTART 6
et DITRERR P S e 7
1 MCU 1 8
: DEADSTART 1 9
1 MONITOR ! 10
T T et 11
! CONFIGURATION ! . 12
: RECORD(S) 1 13
T T T 16
! BASIC 0/S, ! 15
! DEADSTART 1 16
1 JoB, ETC. ! 17
! (CM IMAGE) 1 18
T . S + 19
! SYSTEM 1 20
! RMS : 21
O ! CONTROL~ ! 22
! WARE ! 23
brmcaa- e ———4 2L
! SYSTEM : ) 25
1 RMS 1 26
: DRIVER ! 27
s e P Y 28
1 . ! 29
! . : 30
1 . 1 31
1 OTHER 1 32
: SYSTEM 1 33
! DRIVERS + ! 34
' CONTROL~- : 35
1 WARE 1 36
P, + 37
! BALANCE 1 38
1 OF NOS/VE ! 39
! (LOAD t 40
! MODULES, 1 41
! ETC) 1 42
bommccccccccmmcec—ece—e——ae ¢ 3
! PRODUCT 1 bt
! SET, 1 45
) LIBRARIES, ! 46
O 1 ETC. ! L7
' et T e R + L8
EOT 49
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3.15.6 NOS/7170 DIFFERENCES
3.16.6 NOS/74170 DIFFERENCES
The primary external dlt ference between NOS/7170

deadstart/recovery and NOS/VE deadstart/recovery 1s that the
aormal deadstart/~ecovery operation for NOS/VE wilt involve no
operator dialogue.

Internally, the NOS/VE system wlll be more keyed +¢3 the
ctoncept of an Initiatlization state. This uill enable fewner
interdevendencies cetween 180 deadstart/recovery and the NOS/VE
operating system,
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3.3 FUNCTIONS
3.17 PROGRAM MEASUREMENT AND ANALYSIS
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3.17 PRQGRAM MEASUREMENT AND_ ANALYSIS

3+17.1 GENERAL RESPONSIBILITY

The Program Measurement and Analysis Facllity (PMAF) shatll
assist users in the efficient development of effective programse
PMAF provides aid in the analysis of orogram executon time 10
distribution and memory reference distribution. 11

WO NONE WN P

3417.2 GLOSSARY i4

Block - A contiguous sequence of jinstructions or data storage 17
locationse. The PMAF will partition a program Into 18

blocks and perform measurements based on these unitse. 19

20

Inter-block Reference String - A chronologlcal accumuiation of 21

‘E) elements each of which deoicts ¢the occurrence of a 22
reference from one block to another. 23

24

Locallity = A set of program blocks which reference only other 25
blocks within the set over a significant interval of 26
execution time. 27

Locality of Reference - The degree to ahich a program®s execution 29
is characterized by infrequent transitions from one 30
{relatively small) tocality to anothere. 31

Program Profile - The distribution of a program®*s execution time 33
over program blocksSe 3

3173 DESIGN OBJECTIVES 37

o« The Program Measurement and Analysis Facitity is intended to 40
provide a tool to facilitate effjcient development of L1
efficient and readable oprograms. Program profile repdrting L2
allows the programmer to efflciently reduce overall execution 43
time by optimizing (only) the most frequently execution LG
portions of the oprogram. Automatic oprogram restructuring L5

Improves program 1locality of refarence =~ thereby reducing L6

‘ﬁi memory requirements —- without requiring source code 47
restructuring which could cause diminished readabjflty. L8

49
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e The program restructure capability should be easily applied to
a large class of programs to obtain significant improvement In
locallty of reference, Specifically, the program
restructuring facility ' should be effective for programs
nritten in FORTRAN, PASCAL-Xe and COBOL (in order of
Importance).

e Implementatlon of program instrumentation must be accompl ished
in a manner which 1imits the artifact induced in the measured
program {(in teras of both CPU demand and memory demand) ¢to
reasonable flevelse. Ideallyy, the artifact would jtself be
measured and factored out of any analysise.

3e17e4 ASSUMPTIONS AND CONSTRAINTS

e« All program measurements communicated to the orogramme~ vlia
legible reports must be reported relative to blocks defived in
the source program rather than units reflecting the underlying
machine structure.

e Source code manipulation shall not be utitized as the prima~y
method for program restructure. The PMAF may wultimately be
enhanced to support this tyoe of restructure but the basic
capabltity must not rely on this aooroach.

e In order to obtain greatest effectiveness in orogram
restructure, program blocks must be refatively small compared
to page size == jdeally fess than one third of page size. In
order to obtain maximum effectiveness for the target saurce
languagesy the following compiler constraints must be
Iimposeds For PASCAL-X, each procedure should cause gene~ation
of a separate code sectione For COBOLy the code for each
paragraph which is executed gply via PERFORM should be
contalned in a uynique code section. The requlirement for COBOL
is extremely importanty, for otherwise entire COBOL praograms
nwill appear as one monolithic object text which cannot be
restructured by automated means.

e The same techaxique shall be employed for obtalnling p~ogram
profile and program Jocality measurements.

e In order for the PMAF to be effective, the oprogram must be
modular {n nature. It [s assumed that a large percentage of
programs executed on NOS/VE witll fall into this classe.

e The design aooroach taken will be extensible to targe
monolithic programs subject to the following constraints. The
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3.0 FUNCTIONS
3e17.4 ASSUMPTIONS AND CONSTRAINTS _
instrumentation me thodo logy must be dlffereﬁf since

measurements must be made relative to blocks known only to the
compiler. Program restructure must be accomplished maaually
since source code manipulation is required.

« The PMAF will restructure a program such that the program®s
locallty is ootimal when executed with a speclfic set of input
datae. The degree to which this restructuring imoroves
focality when the program is executed using different (input
data s 1limlted by the dependency of the program®s reference
behavior upon the program®s input data., Previous research has
Iindicated that a large class of interesting programs exhibit
data Independent referencing behavior.

« The PMAF will address only instruction block {ocalltiese. No
attempt wlil! »25e made to determine data storage locatlitiess
Previous research supports the hypothesis that such an
aporoach nets significant results.

e« Each code section contained In the object text generated by a
source language translator is assumed to be entered onity via
the CALL INDIRECT instruction {(with both Code Base Pointer and
Binding Section Pointer specified).

« The tibrary generator Is assumed Yo possess a capability for
handling multiple code sections within a module separately.

e« It (s assumed that although the ?MAF program restructuring
capability will be oriented towards a speclflc paging pollicy
{the damped working set policyl, it will not be sensitive to

. detalls of implementation of that policye.

3.17.5 DESIGN APPROACH

Programs are Instrumented and executed using typlical jnput
data in order to obtain measurements of program characteristics.
The [nstrumentation process is independent of the source tanguage
in which the program is written$ conceptually, it occurs as part
of the program toading process. However, the granularity of the
measurements taken Is {imited by the nature of the oblect text
produced by the source Janguage transfator. The basic unit of
measurement (a block) Is a code section.

The result of execution of the instrumented program Is an
Inter-block reference stringe There is an element in the string
for every transition from one biock (code section) to another ==
in chronotogical order. Each element contains an identifije~ for
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the code section transferred to, Plus the time of occurrence of
the transfer. The Inter-block reference string may be anatyzed
to determine two Interesting program characterjistics. A program
profile can be generated which identifies the most time-consuming
blocks of the programe. Alsos the coltections of blocks which
constitute localities may be defined,

Once the program®s Jocalities have been determined, the dfocks
may be restructured from their natural order into an order which
makes the program®s retference behavior conform more closely to
the type of behavior expected by the system®s memory management
poticys Such a reordering should minimize the memory demand
generated from each locallty by minimlzing ¢the opage fault
frequency and reducing the program®s average working set size.

Ultimately the inter-block reference string gathered by the
PMAF may prove valuable for other osurposes, e.gsys debugging,
program traclng and determining code coverage during testing.

3.17.6 NOS/170 DIFFERENCES

NOS/170 has no comparable capabitity for mgasurlng and
analyzing program memory reference distribution.

NOS/170 makes available to users an unsupported capability for
program profiling called(SMPs SMP differs from(PMAE in that it
measures execution time distrilbution via perlodic sampling of the
P-registers SMP measurements are reported to the user |(n ternms
of machine addresses jinstead of source language symbollc names.
SMP offers the capability of restricting the range over which
measurements are reported to an arbitrarily smat}l subset of a
programe. (In the case of PMAF, the subset to be measured would
need to be isolated on a separate file and could be no smatller
than a module.)

Company Prjivate Rev 3 Feburary 79

WO NOVIE NN

Fo bbb pb e g
DRANOARF NN

NNNNNDN
NS N -

NN
N O

EELEUANNANNANNANWDANDN
WNHEDOW NS WN OO

£
&

FEEEF
O®NOW



1

IOS/VE DESIGN SPEFCIFICATICN

O

03/02/79

PART I1I

CESIGN ANALYSIS

Compsny Prlvate Rev 3 Fabruzry 79










o0 INTRODUCTION .

«3 NOS/VE

»0 NGS/VE
«1 MANACGE
«2 MANAGE
«3 MANAGE
«&4 MANAGE
»5 MANAGE
« b6 MANAGE
o7 MANAGE
«8 MANAGE

CONTFXT o &

KERNEL
LOCAL FILE
ceu
Joges
SEGMENTS
PRQOGRAMS
RE AL
MESSAGE CCMMUNIC
PERMANENT FILE

«39 MANAGE MEMCRY LINK

[ ] o o L) ® L J

TAEBLE OF

L L] * e o » L]

«10 TRANSFER QUEZUE FILES

«11 STAPT VERMINAL JCE
e12 MANAGE LCGS

® © ¢ e © I3 e o o o ° o @

T

»0 ANALYZE PRCGRAM EXECUTION

«J MAINTAIN

»0 MANAGE USER DEFINITICNS

» 0 MANAGE SYSTEM
»0 MANAGE ORJECT

v 3 MAINTAIN FILS

PROCRAMS

TBF

CEFINITICNS

® ® o o o {O® o o o o o+ o

SYSTEM FERCWARE

[ ] L] [ 4 L] [ ] L ] L]
L] * ) e [ ] ] [ ]
* L] L ] L L L [ ]
[ ] L » [ ] * ] [ ]
[ ] L] L] ° [ ] * ]
* L] ] L] L] [ ] °
. L[] ] [ ] [ ® [ ]
ON L] [ ] L ] [ ] L] L]
[ ] * ] L L] L J L]
[ ] * [ ] ] L] ] ]
] L] [ ] L L] L] L ]
[ ] L L4 L] L] ] .
] ] L] L] o L] [ ]

CONTENTS

[ ] * L] ® L ] L ] L[]

to be furnished

® ® ®© ® % o © & o © o o o

® e & © © & ° o o © o o

® [ ) () L ] ® o o [ ] e ® o L ] ]

® e o © ©® o o & o v © o o

1

03/,02/79

. 1-1
[ 2=-1
[ 3"1
. 3-29
. 3-45
. 3-k7
. 3=-77
] 3‘]!?3
. B-JIBI
. 3-185
. 3-207
. TBF
. TBF
. TBF
[ ‘0“'1
° 5"1
. TBF
. TBF
. TBF
. TBF



i-1
NOS/VE DESIGN SPECIFICATICN
03/02/79

L.tﬂNmooucr I0N

Al K L A A L L L L L L AL XL L EDL L LD 4 o L L 2 2 T T F F 1 7 Y 2 ¥ 2 ¥ R 2 2L P Xy 2 Py v 3 By F >

1.7 INIPCOLCTION

This part of tra NOS/VE Design Sceclification orovides an
ar3alysis of the cata crocessea by the opercstira system ard the
orocassses that c¢parate on that data. The |jirforratior |is
presented using data flow diaarams and 3 dstz dictionary., The
dstz dlictionary ([rcludas definitlions of +the data and proceass
descriptions for the lowest leval prcecessese.
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= { DISK_DSTA | TRAFE_DATA | MCU.DRATA 13§
FILE_-TATR & FLOW
= ¢ CATALOG.DATA | JOE_DATA | LOS_DATA | FROSEAM_DAT& 2§
@ k-.DEFIMITIONS ¢ FILE
1<LOCAL_FILE_TEFIMITIOMNS + SESHMEMT.DEFINITIOMNI*MAXIMIM_JOESS
GLAOERL_FILE_ATTRIEUTES ¢ FILE
= 1<{ FILE_FRRAMETERSZ  »MAX_FILES_.FER_JOE}
SLOERL _LAREEL_ATTRIELTES . FILE
= 1< LAEEL_FARAMETERS M&AX FILE--FEP-JDE*
Joe_patA ¢ FILE
= IMPUT.FILE + OUTFUT_FILES
JOE.DEFINITIONSE = FLOW
= JOE_LIMITE + IMITIAL_TASK_EMHWIROMMENT + GLOEAL_FROGRAM_DESCRIFTION
+ TASH_SERVICES_EMNTRY_FOINTS + EXECUTIMNGS_TASK
+ FRIMARY_TRASH_LIST + DISFATCHARELE_TAIK_LIST + EXCHRAMGE_FRACKASE!
+ GSEMERRAL_WAITS
HERHMEL.REDUEST 3 FLOW
= ¢ LOCAL_FILE_RERUEST | FF_RERUEST | LOGSIMNS_REQUEST
! MESSASE_COMMUNICARTION_FRERUEST | JOE_RERUEST
! SESMEMT_REQUEST | FROGRAM_FERJEST 13
KERNEL_RESFONTE ¢ FLON

= ( LOCAL_FILE_RESFONMSE | FF_RESFOMSE | LOSSIMNG_SESFOMSE
! MESSASE_COMMUNMICATION_RESFOMSE | JOE_RPESFOMSE
! SEGHMENT_RESFOMSE | FSOSRAM_RESFOMNSEN *

"." -—— e

ITO_FF_DATA | OFERATOR_DATA | JOE_DATA

= | <®FILE_IDENTIFIER
CURPRENT_FILE_STATUS 4+ ERM TARFESTEFMIMNAL FILE C—ARSE =
= ¢ IMTERARCTIWVE_DATH
= EHOWM_FILE_TRELE + SLOFSRL_LAEBEL_ARTTRIEUTES + SLOEAL_FILE_ATTRIEUTES
LacAL .
= { EAM_PEQRUEST | FILE_MEDIUM_FPERUEST | SHWAF_WORKIMNG_ZET
b H
| OFERARTOR_ASZS1ISH_PERLEST | REZOURCE_REQLESTS !

KHMOWMM_FILE_TRELE & FILE
+ ¢ FAT L TRAMNSIEMT ZESMEMT CARSE I+
(JD FAT + CURRENT_FILE_STARTUWES 4 EAM DISH FILE CHIE
P MAX_FILES_FER_JOE?
LIme_DaTa = FLOW
! JOE_MESSRAGE_DATHA}
LOCAL_FILE_DEFIMITIONS FILE
+ FILE_MEDIUM_TSELE + STRTIC_FILE_DESCRIFTIONS
FILE_REUEST ¢ FLOW
1
FILE_FEDUEST LAEEL_RECUEST | IMITIALIZE_LOLUME_RERDUEST
)
LOCAL.FILE_RESFONZE ¢ FLOW
= EAM_RESFQrHIES . -

tA=ImuM.Jo0ss ¢ ELEMEMI
=1.. 4ﬂ?é;
MAXIMM_TRSKS_FER.JOE ¢ ELEMENT

= 203

A FILES_FER.JOE ¢ ELEMENT

=1 .. S512%
FMAF_FILE.DATA ¢ FLOU

= TRARSET.OBJECT_TE=T + COEXISTEMT_MOLULES + TRAMIFER_SYMEOL_FARAMETER

+ RESTRUCTUREID_FROGEAM + FROGRSM_FROFILES

FROCESS_SESMEMT_TARELE & FILE

T ® SEGHENT _HUMEER + <“SEGMENT_DESCRIFTOR + FILE_ID:SIIES
FRWPE S S _SESMEMT _TSELES FILE !

= SLOCAL.TARSH_ID + 1<FROCESS_SESMENMT TRELEMAXIMUM_TRIKS _FER_JOES
FrRosRam_nRaTA ¢ FILE

= OBFJECT_INFORMATION + LOAD_MAES

T,l.

e 1]




L} - ¢ -
sE_pATA : FLOW ’ ' E ) : T —-—
{ DATA STORED IN SYSTEM ELUFFERS INRCCESSARELE TO LUSER FROSPAM
= 3
SEFMENT.DEFINITIONS ¢ FILE ‘ : ()

= {PROCESS_SEGMEMNT_TRELES>S
ZTRCKED..COMDITION_DATA ¢ FLOW
= STACK_FRAMEZ + [ESTRELISHED_DESCRIFTOR:Z]S
STRTIC.FILE.DESCRIFTION ¢ FILE _ :
= 1{ SYSTEM_FILE.LAREEL > MAX_FILES_FPER_JOE}
USER_ADDRESs.sFrACcE ¢ FILE 5 .
= LOARDED_FROSRAM + STACKED_CONDITIONM_DRATA + EUFFERPED_DATA
+ USER_DATA + INSTRUCTIONSS
useEr_DATR ¢ FLOW ,
{ DATS RCCESSAELE TO USER FRAOGRAM
= 3
USER_EXIT_RERUEST ¢ FLOW
= ( COMDITIOM_HRANDLER_REGLEST | EBEAM_EXIT_REQUEST 1§
USER_EXIT-RE=rOnzE & FLOW
= CONDITIDH_ HANTILER_RESFONIES
USER._KERMEL _RERUESsT ¢ FLOW
{ THEZSE ARE THE REQUESTZE THAT THE COMMAMD LAMSURSE INTERFRETER ISSUES
< AT A RESULT OF INTERFRETING USER COMMAMHDS.
= MERMEL_REOUESTS
USER_KERMEL_RESFONSE 3 FLOW . .
T HEPMEL..BESFONSES ~ i::
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ouT 79/02/25.

async_intarrupt ¢ FLOW
m) [sit_interrupt]
| + lexchange_interruptl -
+ {external_interruptl’
avall_tas<lid & FLCOW
= taskid}$
broken__Jjob _request t FLOW
= runnlng_]ob_ofdinal3
broken_task_request ¢ FLOW
= taskids
caller_taskid * FLOW
= taskiis
calter_walt_option 3 FLOW
= {walt

! nowait)s

08.31.16.

change_task_status_request $ FLOW

= taskid
+ tasx_status)
cpu_requast ¢ FLOW
= {create_task_reguest
! delete_task_request
t timeout_request
! cycle_request);
cpu_state ¢ FLOW
= (cpu_~unning

{ cpu_stopped);

cs'r ate_table 3 FILE aéaw —

= <cpu_state

sS4




ouT 79/02/25« 08431416

+ tas<_switch_flag
+ xtask_xcb_address
+ xtaskid>}
create_task_request ¢ FLOW
= xcb_address
+ caller_wait_option
+ tas<_prioritys

cycle_request 3 FLOW fgive uo control to another task}

=3
delete_task_request ¢ FLOW
= task_id;s
end_timeout ¢ FLOW
= free_~unning_clock_value}
fatal_intarrupt ¢ FLOW
= [procassor_mafifunctionl
+ {power_warningl
+ [memnory_matfunctionl?
job_error_interrupt ¢ FLOW
= finst~uction_spec_error]
+ [address_spec_error]
+ laccess_violation]
+ {env_spec_error]
+ [invatid_segment]
+ [out_calli_in_returnl
+ {priv_instruction_fault]l
+ funimptemented_instruction]
+ linter_ring_popl

+ [critical_frame_flagls




ouT 79/02/25. 08431016

monitor_condition_register 3 FLOW
w {fatal _interrupt]
+ [Jod_error_interruptl
+ fasync_interrupt]
+ (page_fault_interrunt]
+ [system_calli_interrupt]?
pr.imary_task_1ist ¢ FILE
= <prima~y_task_list_entry>}
primary_task_1list_entry ¢ FILE
= *tasklid
+ xcb_address
+ running_Job_ordinal
+ tas<_status
m + tas«<_queue_llnk
+ tas<_queue_head_address
+ tas<_priorlty;s
request_code_table ¢ FILE
= request_code
+ high_ring_for_request
+ pointer_to_proceduras
taskid ¢ FLOW
= pf!_o*dina!
+ segJence_number$
task_queue_head_address ¢ FLOW
= pvas
task_queua_tink ¢ FLOW
Qot1 0~dinars

task_status ¢ FLOW

3-43




ouT 79702726+ 08.31.16.

= (ready_task_status
! wait_task_status

{ timeout_task_status

memory_wait_task_status
! page_wait_task_status

callee_walt_task_status

bro<en_task_status
§f terminated_task_status) )
timeout_request : FLOW
= free_~unning_clock_value}
xcb ¢ FILSZ {execution_control_block}
= exchange_package
+ usa~_jinterrupt_sejections
+ tas«<_accounting_information
+ tas<_status
+ tas«id
+ caller_taskid
+ callee_count
+ bro<en_callee_flag
+ callee_terminated_flag
+ end_timeout?
‘taskid ¢ FLOW

= taskids
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ouT 79702727+ 15.30.36.,

active_job_status t FLOW
= jo_status
+ task_status
+ memory_assignea’
active_Job_status_file ¢ FILE (onefentry per actlive jcbd}
= <active_job_status>}
aged_job_priority 3 FLOW
= job_schedul ing_priority
+ class_aging_factor}
alter_request_parameters ¢ FLCK
= qfite
+ name
+ {priority]
w+ {torm]
+ {repeat_count]
+ status?
assignment ¢ FLOW
= variable
+ oz
+ expressionr;
command 3 FLOW
= command_name
+0%,°]
+ parameter_1ist}
command_name 3 FLCQ
= {file_namel
A

+ parameter_1ist?




ouT

79/02/27« 15430436

ontrol_statement 3 FLOW

= controf_statement_name

+

+

*s°1}

parame ter_I|ist 3

ontroi_statement_name ¢ FLCHW

= (if

ifend
cycle
exit
for
forend
goto
l{oop
loopend

revert)s

ivert_request_parameters ¢ FLCW

= (terminal

+

+

+

queue_type
dastination_user
status

owned

queue_type
destination_user
status

famity

-queue_type

family

destination_family

3-S56



ouT 79/02/727.
{ afile
m*

+ destination_user

name

+ status);
drop_request_paranmeters ¢ FLOW
= (all_terminal
+ Queue_type
+ no_output_status
{ all_owned
+ qQueue_type
+ no_output
+ status
i afite
(}y name
+ no_output
+ status)
foéeign_?ext 3 FLOW

= <€ascii charcter>

§ 3
1 °3°
! end_of_tine)s
highest_opriority_job_kjl_entry
= input_job_entry;
initlated_kjl_thread 3 FLOW
= <inltjiated_job_entries>$
in__]ob_enfry $ FLOW

= yser_nawe

15.30. 36,

*
L

FLOW

3-57




ouT 79/02/27. 15.30.36.

+ job_name
+ job_mode
+ job_type
+ Job_class
+ job_status
+ job_schedullirg_priority
+ input_flle_catalog_description
+ family_to_execute
+ defautt_output_destination
+ kil_thread_linkage}
ob_control_block 3 FLOW
= Job_ldentification
+ Job_limits
+ job_accounting_data
+ job_control_datas
ob_environment 3 FLOW
= Job_segment_description
+ job_control_block
+ Job_input_file
+ job_kjti_ordinal
+ job_templiate?’
ob_kji_ordinat 8 FLOW
= Kji_ordinals
ob_mode 3 FLOW
= (interactlive
{ batch) 3
ob_priority ¢ FLONW

= job_scheadul inc_orioritys




ourt 79702727« 15430436

Job_segment_description 3 FLCW
= process_virtual_sddress}
job_state 3 FLOW
= (queued
{ deferred
{ initiated
{ terminsted);
job_template ¢t FLCW
= task_servlées_code_segments
+ task_rmonltor_code_segrents
+ initial_Jjob_controi_tlack
+ inltial_execution_controi_block
+ global_program_description}
1omfemolafe_llsf $ FILE
= standard_tempiate
+ maintenance_template
+ operator_tempiate}
job_type 8 FLOW
= (standard
i maintenance
{ operator)}
<nown_Jjob_1tist ¢ FILE
= [<{queued_job_entries
! deferred_job_entries
{ inltiated_job_entries
! terminated_job_entries)>1?

Iaél’,l FLOW

= name




ouT 79/02/27+ 15430436

+ °1°3
imits_profile 3 FLOW
= yser_valication_limits;
ine 8 FLOW
= {source_{ine
{ data_tline))
ame 3 FLOW
= alpha
+ {(<alpha>
! decimal_digit) ]
utout_file_entry ¢ FLOW
= file_name
+ queue_type
+ user_id
+ destination_user
+ family_name
+ exterral_characteristics
+ queue_priority
t+ repeat_count
+ routing_addrass}
stput_file_1list 3 FILE
= <output_ftile_entry>3
irametar $§ FLOW
= (parameter_name

{ parame ter_name

+ ¢ =8

+*

parame ter_value

{ parameter_value))

3-60




our

79702727+ 15.30.36s

parameter_list 8 FLOW

&arameter

+

<"Q

+ parameter>);

parame ter_nzma 3 FLOW

= names

parameter_value 3 FLOW

= (value_list

g

foreign_text)s

qcount_request_parameters % FLCW

= (terminal

+

+

+

+

{external_characteristics]
counts

status

owned

counts

status

family

counts

status)}

qQstatus_request_parameters 3 FLCHW

= (terminat

+

queue__type

priority
{external_characteristicsl
start

status_array

nreturned

3-6l
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ourT 79702727+ 15430436

+ status

i owned

+ queue_type

+ start

+ status_array
+ nreturned

+ status

! family

+ queue_type

+ priority

+ family

+ start

+ status_array
+ nreturned . ﬂ);
+ status

! file

+ name_array
+ nnames

+ status_array

L ]

status);
status_type_identification 3 FLOW
= (full
1 brief)s
ueued_file_count 3 FLOW
= <queue_type
+ file_count>}
ueued_flle_request_response 3 FLOW

= route_request_response




our 79/02/27. 15.30.36e

! astatus_request_response
':D! qcoun t_request_response
{ drop_request_response
! divert_request_response
! alter_request_responses
queued_flle_routing_descriptor ¢ FLOW
= local_tile_rame
+ gqueue_type
+ user_id
+ destination_user
+ queue_reference_name
+ family_rame
+ routing_form_code
‘JV queue_file_priorijty
+ repeat_count
+ routing_address;
queued_KkJi1_thread 3 FLOW
= <queued_job_entrles>}

scheduied_job_kji_ordinal 3 FLOW

kji_ordinal;
source_line ¢ FLOW
= [tabell
+ statement_|list}$
statement t FLOW
= (command
! control_statement
& assignment)

statement_1list 3 FLOW

3-63




out 79/702/27. 15430436

= statement
+ < *3°
+ statement>$
itatus_array 8 FLCW
= <gueue_reference_name
+ queue_type
+ queue_file_priority
+ user_lidentification>}
erminated_Jjob_kjl_ordinal 8 FLCW
= kjl_ordinal}
erminated_k}]l1_thread ¢ FLCHKW
= <terminated_Jjob_entries>s
ser_identification 8 FLOW
= username
+ password}
alue t FLOW
= expression
+ (el
+ expressior)
alue_Ilist 8 FLOW
= (value_set
i *{*value_set
+ <o,

+ vatue_set>*)*)

-e

afue_set ¢ FLOW
= (value
i *(*valuye

+ <*y,%value>*)*)

-e

3-6%
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ouT

ariable 3 FLOW

= name
+ L ("
+ expressior®)*]
+ [*."

+ name

79702727,

+ [*(®expression®)*]}

15.30.36.

3¢S







3-€7

03/02/79
3.0 NNS/VE KERNEL
3sa4 MANAGE SEGMENTS

A D DD T P 2D AP TN PP S OB 7 NG D P D NP PO O B B NP D D 2 D NP D P Y PO W PO P A D NP POAD D P W B D AD BB HY KD P DAY RO D N AP D FORY A D YD D

NOS/VE DESIGN SPECIFICATICN

o4 MANAGE SECGMENIS

Company Private Rev 3 Februzry 79




BACC-Sep,
. »

CRERTE

SEGNENT
4.1

CHANGE
SCEMENT
LEerd

STATUS
SECMENT
4.6

MANACE SECm=NTS
4.0

2/R8[7%

89-2




open- filee rezvcf i response

. \V S ke-id
Seg-atinbules '

create~se went.

Seq mcuf-a'eunr{o.—

sesmn*— number

seamv«f-nvwbcr

Segmcn*

Number
4.1.2

SDT

4 .1 CREATE-SESMENYT chues"‘

2/2e/19 i

49-€




close.filea
reﬂuasi'

fileid o

. ) . TIssve ,ﬁee__;mes-‘: -
Je‘e‘\e... Seghe)\*- reg oesT P'.“_¢55~V"'h’““‘ “JJ‘CSS E:e:c’t 2 Tftl‘es"
. \/ahddc * ?55'3"‘ {0
Rﬂbvcst seyment-nonber 3eg3¢ t
402 . |
ST
w
~
. 4L DELerE seemENT  Reguest AN

- . . & . 2/28[19



- bo/sz/z N
~ Joorbsy $5390) ANan 978 “IIRS £
™M

.*35@8 -2bind .d,_o«u\kei

I'e'b
YaLdryrs3a

zew

.Em\ﬂw.mw

i¢sS

) heg, y bos-swanyd
Fopdn 4530501755337 - uauba§ WYY

anpding » :r‘oivem




change-segment length-"reguest
—

ST

Sﬁw-reb'des'f ;.

evict-seement. ressurces

Co pages )
~rcucsf

SIT

Fetch-regues -
Process

Re,oesf
4 . ‘ ] ‘

S‘ldUSJerea -veguest

4o4 chANGE_sEenENLENETH regoest
405’ EVicT_ SEGMENT- RESOWRCES vcaves‘f
40b syprvs_ sEeMENT reguest

2/28/79
S o & | -

-&




ouT 79/02/26+ 08.42.40,

a‘j%se_ln_reauesf's FLOW
= process_virtual_address
+ Jengthj
advise_out_request 8 FLOH.
= process_virtual_address
+ length
+ (wait
t nowait)s
asslgn_page_request t FLOW

= free_page_request?$

change_segment_access_request 3 FLOW

= process_virtual_address
+ sagment_attributes$
c!;&ge_segment_lengfh.requesf

= process_virtual_address

+ maximum_segment_fength}

create_segment_requesf.t‘FLCN
= segment_attribute
+ segment_number
+ segment_tength}
delefe_segmenf_requesf 3 FLOK

= process_virtual_sddress$

evict_segment_resources_request ¢ FLOW

= process_virtual_address?$
existing_page 3 FLOW

ﬁme mory_descrictors
free_page_request 3 FLOW

= process_virtual_address

FLOW

e vt -
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+ length}
lock_page_request t FLOW
) = free;oage_reauesf3
’ memory_descriptor 3 FLOW .
= svstem_virtuai,address
+ taskid | |
+ number_of_pages?
nen_page 3 FLOW
= memory_descriptors$
page_descriptor 3 FLOW
= system_virtual_address
+ taskid
+ page_frame_table_index3}
page_frame_¢%table 3 FILE
= <page_age.
+ page_table_index
+ active_lo_count
+ time_stamp
" queued_tasklid
+ queue_type |
+ running_job_ordinal>$
page_Iid ¢ FILE
=z active_sagment_1ld
+ page_offset)
page_table 3 FILE
= <page_ld
+ physlcal_address

+ {valldl

e e S e am v e A s mm e W A e WS I A A9 " W A W

79702726+ 08.42.40e

Sy S N NPl M P P BN 0+
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J
.'w + [(continuel

+ (used)

) + (modlfledl>}

= ring_number

) + segment_number

| + byte_offset)

{ queue_type ¢ FILE

3 = {free

3 ! avaitadble_modi fied
! shared_working_set

) { wired

) ! aféltab!e

0} ! Job_working_set);

) segrment_attributes 3 FLOW

) = <twired}

+ tsharedi

F
+ [stack)

) + (sequentiall

) + [cache_by_pass]
+ tread] _

) + [nwritel

3 + [binaryl

+ {executel
)ﬂ + (local_key]

+ [global_key]l

ouT | 79/02/26. 08.42.40

) process_vir tual_address t FLOW

segment_descriptor_table 3 FILE

395

) = tbd “"glves Information recuired to set up a segment descriptor entery™$
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ouT 79702726+ 08e42s40e

+ flle_1d

¢+ active_segment_jid>}
segment_number 3 FLOW
= 0ee40953
status_segment_request 3 FLCK

= process_virtual_addresss

vs?afus_segment_resoonse $ FLCW

= maximum_sagment_4iength
+ current_segment_length
+ segment_attributes;
snao_phvsica!;requesf 3 FLOW
= running_Job_1d}
suao_phfsicat_response 3 FL&H
= <real_memory_address
+ system_virtual _address>
+ working_set_sizes
snan_worklng;set_requésf $ FLCM
= running_Jjob_1id}s

unlock_page t FLOHW

= free_page_request;
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L-llo

accurlated tasik timg 2 EILE <

times
accumulated _task _time 3 ELEMENT =
time?

__1sacJi;ixlznumnss=ci=acziaiiie<l

activity 38 FILE =

—{*time walt & *ime ! .
*task_termination + callee_local_task_id !
"iile_aciiuint 4+ tile_idnctitie!‘ |
¥*local_aqueue_message + aueve_identifier)]

address_type 2 CLEMENT =

{procedure_address 1|
—data_addergss)s

await_activity_corp_requast ¢t FLOW =

—activitiess
awalt_activity_comp_ resoonse ¢ FLOW =
__cnmnlaxed.acxiu4i¥,4;uu1 H

await_activity_request 3 FLCWh =
—3ctivitys

await_task_tarminaticn_rea t FLOW =
local task ‘d‘

callees_locali_task_id 38 FLCW =
—local tagk jid3

callees_tocal_task_id 8 FLOW
—ilocat_task _ide

cal lee_exchange_p2ckage ¢ FILFE

—_exchanga_packages
callee_list t FILE =
—catiga_tists

callee_1lst ¢ FILE
—<local_task _lg>3

callee_local_task_Iid $ FILE =
——Loc34—4ask 1d3

callee_ordinal 3 ELEMENT
—ocattask—idg?l

caliee_parameters ! FLOW

—task—exrH—parameters—+
program_descripter +
—ecaH-ers—task—status—poilnrteri-

calliee_pst_ordinal ¢ FLOW =
—docattask_lds

callee_task_Ild_resp ¢ FLOW

—tocat_task_id:

callee_task_status ¢ FLOW =
—task_statyss

callee_xp_polinter t FLCOW =
——eaxe-hange—_packaces

callena_environmert ¢ FLOW =

—eaH-end_sianrat—+
trapped_s fsas
caxend_request—+FLGCh—=

callea_task_1id3
catlena_resporse—-FLOW—=

statuss$

cattend_s5igrat3+ FLOW-=
callend_signal_Iid ¢+
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QuUT 79/703/01,. 1,439,314 .

i_tody?
iilend_slgna!_body 2 FLCW =

—Callge _task jd ¢+

caller_task_14d3

callers_task_status _pointer  ELEMENT. =
“task_status;

caller_dlspatohabitity 2 ELCL <
global_task_id{calier*s} +

—{ready—!
wait)?

Ga"ep id p|ng nyrbar 3 FLEMENT =

ring_number;

Lier_1 |_tosk jd 2 ELEMENT =

local_?ask_id:

|ocal ta;k ids

Ga44—9#4¥aa' +—FLOW—=
local_task_ids
Sh-p—3—FILE—=

¥loca! _task_1ld ¢+

callee_Ilist)

cali_relationships : FILE =

et 3o R —i-3b-t
cause_ conditton request ¢ FLCW =
—{}ob_resource—_cord-ition—1i
occess mathod_condition) ¢

- FLOW-—=

- —

statuss

G i Doy d QW=
S r—Fea =

condition +

cause_exferna?_cordiTlon_resc 2 FLOW =

— S+t uS—
cause_local _cond rea reso t FLCW =

nga._:n#l

= - - T

test condlfior handler_request |

—caus-e-condition——rea_reaesp—

cont lnue_to_cause_reg_reso)

cadse—ra2mota_condition—reg—racsp—t—FLOUW——=

(cause_external_cond_rea_r2sp |

—RIS5 6 oRIIHOP_totask_raai—
cause_user_conditicn_ reoueef T FLOW =

condltlon_lnfo9

G = = =

statuss

apnt—SFLOW. =

fraoped s fsaj

+$
T

{SEEs NOS 7180 ERS

FL
Pr

QO

3 G-

- ogranm Interface}
P o 3

13

r
AR ¥

esf_paramefe r_req_reso !

4

~ — - i Ed

get_sat_count_req_resp

{
PO |
S

ot oo P
—g‘e"__V'a"'ue \SRcac a o T | = 4

get_valua_reqg_resp);
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caorpleted activity 3 €j EMENT =

1 «¢ Nnumber_of_activitiess
condition ¢ FLOW =

(all_conditions !
orimary _conditions |

secondary_conditions |
—iab _casource caordition 1}

accass_method_conditlon !
__sggmgniaarresc_randifinn H

user_defined_condition)?

{it] : : FLOW =
trapped_sfsa +
—condjtion sfsa ¢

condition +
—gonditlon_intos

condlition_handter $ ELEMENT =
—pointer tc procedurss

condition_handler_active 3 FILE =
primary condltiong ¢

secondary_conditions;)
cordit ion bandlar ticst 2 FI1LE =

<establlshed_condxflon_hcncIer>:
concition hanaler recouest t FLOW =

condition_sfsa +
condition +

condition_info?
coroition_hspdlar_response $ELOW- =

status)
condition_info ¢ ELEMENT =

pointer_to_data?
cnnd4L4on_nanagameax_ceq=nssn_z_EL£n =

{estab_cond_hancler_req_resc |
—aissstab_cond_hardler_rec_rasg—}

cause_local_cond rea resp |

—

condition_signal 3 FLON

—econgdition—sigral_id—+
condjitions

CSRH'I# ian-signa'_ennipeﬁmeﬁ* ® ;' gN -

trappaed_s fsa +
—sondition—slanats

condition_signal_to_pass ¢ FLCW =

condition &
&R EG4++—0O0R

source_task_id +
—gestination_tack _jid3

condition_stste 3 FLOW =
—copgition—sfsa—a

status}$
congitlon_to_test 3 FLOW =

{primary_ condx?lons H

job_ resource cowdxtion t
access msfhnt‘l hnnd fi'lnn g

segment_access_condition)
cord_handlar_anvirenroptt-ELLW..=

condition_environment +
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— scriptor &
ﬁs?abl Ished_descrictor_sfsa?

Q“’S? T EFLCW =

:f

gqueue_namea?
coAngct_queuls _responsa-—3 FLCK =

queue_jidentifier +
st.fne7

continued_conditicn ¢ FILE =
—L((debug+ continuad_cabugt !

job_resource_condition |
_a_ccg_ss__m*hnd cond nfinn\ 4

continuad conoltiors 2 FILE =
‘ccntln“gd rnnd;?mmn)'

con?inued_debug 3 FILE =
—debug_stsa+

debug_index;

i

At FLOW =
trapped_s fsz3

Gop*in”a *o S-5JS-8 peq”es# |Eggkl1’ =

control _flow}
| 2~

|
™

CW—=

i

sfafus:

i

handler_3active +

—cordition _scfca <+
condition +

Y
l:istablished descriptor_sfsz +

—eastablished—deseriprorfstertipra—point for-corntipyue—to—ecaused

{establ ished_cescriptor searchl}?

trapped_s fsa
debug—inder—2

[
*
Bl oM
-t

0 oo 313

status +

—terpinate—Preguestor—+
ring_number?
detferpred_exitapviroprrert—t—FLEW—=

trapped_s fsas

to_be_definad}

i

s s L}
w1 v L

queue_name +

—pemevai—bracket—+
usage_brackat?

status?

coa?rol flow-

queue_idenflfl;r3
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dLs:nnnani.nuaua_nasnnnse 2 F1QW =
status? 0

disastab _condition handler rga 2 FLOW =

condition}

disestab_coprditioer handliar _regn ¢ FI1QW =
status?

dispatchable calles 2 F1QOW =

global_task_id +
exacution _prior [ty 3

dispatchable_callee 3 FLOW

—global_task jd +

execution_priority;

disposable _anuiropmant ¢ FLCW =
local_condition_environment +
—astablishad descriptor ¢

established_descrictor_sfsas
establ jshed _conditlon handligr 2 FILE =

established_bootlean +

—eoastablishad descripter stack ¢

condition_handiesr +
—cordjition _handler sctlve +

condition: ,
establ ished _descriptor 2 FLEMENT <

“establ ished_conrdition_handler;
es1ahL4sba¢_dsscn4azcc=sisa S-ELEMENT S

“stack_frame_save_aresa

esxabL4she¢—case¢+94oc;s4ack—*—§kemsMI
“establ ished_condition_hancler;

established_ring_alarm 3 FEILE =

estab_ring_alarm_boolean #
ceitical f“?ﬂ-@——f‘%g'

astabl ished_ring_zlarms ¢ FILE =

—2<gstablished ring_slarmrmsx_user_rin
estabi ish_condition_handlar_req % FLOW

condition—+&

"
- e

condition_handler +
—astabli-shed_—dascriptors

"

@2stabl ish_condition_handler_rsp ¢ FLOW
—5+at-uss

exchange_package_ptr ¢ FLOKW
ol

—p-o-intar_to_exaechanga_pa

execute_request ¢ FLOW =
—Gataa_parangters—&

Q"

~ &
hadihd

execution_relationshin}
axecute—regquest-_starus--FLOW =

status}$

axacute_resgonse— ELCW-=
axecute_request_status *

—caH-eo—task_status—t
callee_task_Iid_resp?s
exacuting_local—task—jg3+ FILE =

local_task_1d}

ring_numbers

axacution_ordinal 2 FLOW =
focal_task_id}3
exee”*ion Fe’a*lQQShig 3 E'Egtklf o~

(wait !




ouT 79703704 . 13.49,31. 3"”§

i) 3

ting_task ¢ FLOW =
—glohal _task fd ¢

local_task_id;

Occal fask 1ds3
exit rogquest 2 FLCW <

status)

NT_=

esfgbtlshed_deszrip#or:
frame_dascriptor ¢ FILE =

critical_frame_flag +
—on_condition _¢lsg

Xx_starting +
—a—terminating—*

x_terminating)
tree_flag_eapviroprent - FLCW- =

trapped_s fsaj
Jeneradt—wai-t_tict s ETLE =

activities$

4o

get—progran_reasponse
program_descriptor:
global—task jds—3—FILE = —

<global_task_1id>3
head_condition hargler List ¢ FILE =

~establ ished_cordition_handtler}

YeS—reg L3 Cl (‘Ll =
i!iconfrol_flow H

—Raxi-RuA—gu-aues—per—jebi—=
- id — g N

keypolnt_environmert 3 FLOW =
—tpappad-sisas -

jozded_address % ELEMENT =
—{pointer_to_procedure—}

pointer_to_data)?
L OIl{‘m -

xccled rame +
—3cdress—typas

load_request_response ¢ FLCW =
—+toad—reauest—+

load_response?

tege_response 1 —FLON—=
loaded_address +

i o

tocal_condition_environment ¢ FLOW =
—eordition—+

ccnditlon info +

1ocai_queue_message 3 ELEMENT =

.t
L

local_task_id t ELEMENT =

=t P-oe

L= = R T;l

3-
-

manage_task_ nnvxr‘on cea_ra=2
S

- - - | “A”AR]
%xn_reouesf 1

- - . L4

manage_task_executior_req_r=2sp ¢ FLOW =

P i
py —r=c

avwai t_task_termination_rea_resp |




QuTY 79/03/014 13.49.31.
—get _nrogram rpg rcesn d
awai t_actlivity_comp_rea_resc)?
maxloum_conractions_per_Queue—3 ELEMENT =
203
maxirum _queuad items ¢ ELTMENT {mgssage_blocks or waiting tagksy
1003
maximum_ segmanfs per_messagce 3 ELEMENT =
202

max_ring ¢ ELEMENT = 153
max _user_rlng 2 ELEMENT = 133

message_block ¢t FILE =

sender_jid ¢ <
sender_ring +

—Ssegment ot fsat 4+
mess ade_type +
—{constant messace !

pointer_message |
—passed _segmantsg 1

shared_segments)
messasge _queue 2 FILE =

O<message_block>maximum_jiters_per_queue)’

message_Qquauae _raguest _respconse 2 FLOW <
(queue_definltion_reqg_resc |
—ausug_conrnaction rea rgspo i
message_xmit_rec_resp |
q”e,“e ‘imi#s peq peg’r}i
delete_msg_segments_req_resoc);
message_type 3 ELEMENT =

{no_message |

—corstant o .
pointer 1} :

S

—shared_sagment

passed_segment)

.o

m355338 XMt _rag_rasct+ FLCW =
{senc_to_queue_req_resp |

—F8Ca-ive_tron_guederearess)-
min_ring t ELEMENT = 13
non_di-spatachabtetask—3—FtLh—
{walitl
—giobat_—task_id—+
{timel}s
nuAber_connected—tasks—I—ELEMNENT =

0 .+ maximum_connections_per_queue}’
numbec—dei#ned—cueues-&—é&ané", =

0 oo maximum_gueues_per_jobt
nunbar Of aetmltles 3 E‘Eﬂ:"’r -

1 s N}

0 oo mameum queued itemss

=N -

0 oo maximum_qgueueg_itams?

o-+her—secondary—condition—FLCW—=
(priviteged_inst_fault !
||=|mp|amag$gd-1n30rnn+ .Y S |

intar_ring_popo |
d‘ulde :anl* L]

arithmetic_overfilow |
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y)
m exponent_underfiow |

—f_p_loss _signif !
f_p_indefinlte |

—arcithnatic_loss _signift |
igni

invalld_bdp_data);
other_sgcondsery conditions 2 FLOUW =

{privileged_Inst_faultl +
—Llunimplementad _instructionl ¢

[inter_ring_popl] +
|di"|da ganl91 rY

{ari thmetic_overfiow] ¢

—{lexponent_overflow] &

{exponent _underflowl] +

it —P— 'oss sfﬂnlfl &

[f_p_ xndeflnife] + _
—fari-thmatietoss—_sisnlftl—&

{invalld_bdp_datal;

other—trap—epviropmpapt 3 KL LW =
cther_secondary_condition +
—trap-pad_stsas

passed_message_segment ¢ ELEMENT =
—polAater—tg-—cally

passed_message_segments ¢ FLCW =

—AAb-ar—of—sagments—k

0<passed_message_segment>raxirum_segments_per_massages}

‘inumb;‘_o!_segmenfs +

pif_environ;enf 2 FLOW =

—trapped_s-fsas
primary_conditions ¢ FLOW =

—monitor_condlition_rag_imagas’
privilege_level 3 FLOW =

— AR AR IX—FiAgS
orocess_registers 8 FILE =
—{SEE$ MIGDS}

{p_register{used to derive executing ring mumber} +

—eSse-Fegister—fprevious—Seve—srea—pointer——~A23—4%
VATV T "wd

x0_register ¢+

—te_registerttrap—ensblesd—
tef_reglisterftrap enable flip-flopl} +

~—it—reqgistar—Lprosess—intervst—timari—

debug_index_register)s

defined_in_ERS?

pregram_servieces—reg—resp—+FLCW—
€SEE ¢ NOS /7180 ERS =~ Progran Iecterfaced

—tget—t-ime—peg—rost—

get_date_reg_reso 1

P W Y-S WP PR W W W (]
-— VIO T CT ULV T OOV IV L4

get_os_versior_rea_resp)}

W- st
aller_pst_ordinal ¢ I

—ecatH-ee—pst—ordingt
queued_items : FILE

H 4o

—mesSage—gueve—t
queue_wait_1list]
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Queuye _connacted task 3 FIIF =

local_task_id}
quete_conpected tasiks 2 FILE =

0<queue_connected_task>mzxlimur_connections_per_queves

queue_cannection_req resp ¢ FLCW =

(connect_queue_req_resp |

—disconnect queuse req resp |

status_queue_req_resp)s

queue_cantrol _block & FILE =

*gueua_ljdentifisr +

—aueus _conrected tasks ¢

queued_itemss
Queue _control t3ble 3§ FTLE =

0<queue_control_block>maximum_gueues_per_job}$
qQueue_datinjition 2 FILE =

¥*queue_ldentifier +
—Cefinad boolean ¢

queue_name +
—remawal brackoat +

usage_bracket;
qne“e_d efinitiors ¢t FILE =

0<queue_definition>maximum_cueues_per_job}

lJ a - e- ! 1 .L l i —-— a - \ :
(def ine_queue_reqg_rasp |
:emg“g auSlUe ot R RSD u

status_quesues_def_reg_respo) s
queue_ldentifier I ELEMENT =

8 .« maximum_queues_per_job?
gueus_timits 3 FLOW =

maximum_qQueues_per_job +

—ASAL AR C-OARR L L OA-E e PGSl
G

maxl mum_queued_jitems {per cueu=l};
q”e”e ‘|m|*s peq“est 2 E]E&EN - nnp#nf\l f!cﬁ:

queue_limits_req_resp 3 FLOW =
—gueue_limits_request +

queue_1imits_resporse;
Guue—tlimits rosponso— FLCW =

queue_Ilimits}$

GHeue—messagae—3—RLoW——=
segment_of fset +

L VE .Y
- T R h

{constant_message |

—pciprter_massage—!
passed_messsge_segments !

—Shar ad_m3-s5agsSedrants!

queue_name_table $ FILE =

. . . . +

L o

4.

raximum_cornections_per_aqusue{job initiator or iob

L 2

T

moiate} +

— IR G e dad—i-temstiob—iritiater—or—tob—taorplate
queue_definitionss
quede—_wait—tHis+ 3+ FILE—=

J<walting__task>maximum_iters_per_queue?

recelved_auewe—message—FILE——
sender_id +

—sander—_ring—+
segment_of fset ¢

—sessage—_type—+
{constant_message |
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—~hojinter moesgaqe |

passed_massage_segmants |

_ shared _messaga _seamarts?
receive_from_queue_reauest 3 FLCW =

¥ .

(wait 1 nowait):

recelvefron _oueus responsse—2 ELOW =
rece lved_gueue_message +
—statuss

removal_bracket 3 ELEMENT =
—relng_numbgr?

remove_queue_request ! FLOW =

— Q- —P-am-e->
remove_queue_reqa_resp 3 FLCW =

—PaMo-Ve_GuU-RUe—Fregue-St—k
remove_queue_response’

task ld‘

task_id3
returned_catlee Lt FLOW =

local_task_id;

returning calloge & FILCYW =
local_task_id3

ring_alapm ¢ FILE =

rirg_alarw_boolean +
‘:&—4¢ee t4ag-s

ring_ailarms ¢t FILE =

—<rl-Ag—al3emaRaX_u-SaR—_F L AgS -~
= RSP —F RIS

rinc_number 2 ELEMENT = min_rirg +. max_rings

seesggap%‘-eogai#iegs * FLOW =

{user_condition_register_linace}

—ifree_filagl—+
{critical_frame_flaal +

——Lsnoces&:+n&ea¥a+=¢+mel +

{cebual +

—teypoint}—+
[other_secondary_conditions)?

sender—id3—FIHE—=
local_task_1id}

ring_numbers;

send-—to—queya—reguest +FLLw—=

queue_jidentifiar +

—auege—mes-sagey
send_to_quaue_resconse ¢t FLCW =

—SsFStusT
stsa_pointer 3 ELEMENT

—=staeck—frame—_sSave—areas
shared message secmert 3 ELEMENT =

—pointer— +H
1 rv \.clry

(ﬁhared_message_segmen?s 3t FLCW =

0<shared_mressage_seament>mzximum_segments_per_messaje}

shared—segmenmts——FIt+t—=

number_of_segments +




QUY 797037041, 13,469,341

3-120

—flcsegmant descriptaromaxjirur segments nper massageld

signal & FLOW =

—signal _identifior +

signal_bodys

signal bhody 2 FLOW =

(cal lend_signati_body |

terminate sigral bhady !
conditlon_signal_body !

—fother signal body3});
signal_buffer t FILE =

<signal>3
signal_buffer_pointer 3 ELEMENT =

—"signat hytfters

signal _anvironment ¢t FLOW =

—trappad_s-fsas
signal_identifier ¢ ELEMENT =

—L(callend slgnatl_ld ¢

terminate_signal_id 1!

__cnm1L1L0n=ngnall«L!
{otherl});

stack _frame 2 FILE =
head_conditior_hanaler_ljist &

—{{condition _handler_1ls+t) ¢

{stack_frame_save_area) +

—(sutomgtic warisbles) s
stack_frames ¢ FILE =

—Lstack_tramers
stack_frame_save_area 8 FILE =

—p:p‘e-g‘%%*m'e*

vmid +

—SSpragistar_insgeldynaric seelo-pointar .= AQ2 &

csf_register_image{current. scsce pointer - A1} +

&

—0Sa_register_imaga{pravicus save area—pointer = A2}

frame_descrintor #

”sep—mask 4+
user_condjition_register_imrace ¢+

—moni-tor_Gconditisr—reg—imsge—t

3<a_register_imaga>a_termirating +

> . .
g “._'~5£5|e'-£”’a§‘-:“._"« -3+ 977

status_queues_def_response ? FLCW =

—pufb-er—de-f-inegd—queuaesy

status_queua_ reques? 3 FLCW =

a”e“‘ idan’ff 134-
status_queue_rasponse 3 FLOW =

s*at”s +
{number_connected_tasks +

—Runber_gquaued _messsges—+

number_walting_tasksl;

task_coptrol anvirsnmart S FILE =

task_parametar_tlocks +

Il ' I. I. &

foader_tabtles)

task_contesl roguest_response—3—ELOW—=

(manage_task_environ_reg_resp |

—fanaga_task sxecution_rac_rssc)s

task_local_data ¢ FILE =

—accunutated_task _+ime

<task_local_static_cata> +
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sk_lscal_h;ao_d;?a 2 FILE =

—{the haap for dynamically sllsc3ted task tocal dats—tertask -moniter—andld
(?ask services}

task local sfaflc data 3 FILE =
= - sc-—static data-of task monitor 3nd tisk-servicest—

.
*

® -

*lccal_task_1ld *
—obarameter_string &

program_descriptor +

:ask s:a’::c &

callers_task_status_pointer &

—task_state?
task_parameter_blocks t FILE =
—2<task_parameter_block>msxinur_tasks—per—joby

task_param_block_crdiral t ELEMENT =
—local—task—ids
task_state ¢ ELEMENT =

A ]

< T

established 1§
—catied—
executing 1
—teeainating norsal by !
terminatirg_abnormaliy)?

* { -

(c;mpie?e 1
) +

status;

* ) - -

gl;baT_fask_ld:

loca!_fagk,id?

oan S ©
A= T

r
p—

local_task_id?

task_1id3
termingte—sigrat—I—FLEW—

terminate_sigrali_id ¢
—trerm-inate—signai—beodys
terminate_signai_body ¢ FLCHKW =
—pogyestor—task—id—

requestee_task_1id}

TermLna;e_req;es?or_fask_lc +
—'S'#"av uay
terminate_Xxtask resoonse t FLCW =

OOl P NP S |
T AT T L33 A

esfablnsh defarred exit):

@' ‘ina;lng__task ig ¢ FLOW =

—teoegi—tas—idy

tesf_condltion_hand!er,requeSf : FLOW =
g -

condlflon info ¢
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—test sfsa nointar?
taest_sfsa_pointer $ ELEMENT =

——stack_tr3me_sauve—_srealdunmyls
y-3-3

te_register t FILE =

tet negist‘r ¢ 3

Ted:register(frao enable dgelayl}?

time 2 SIEMENT =
mill iseconds;?

tpb_ordinal 2 FLOW =
focal_task_id3

trapped sfsa 2 FLEMENT =

“stack_frame_save_areas

trapped stata 2 FlLOW =
trspped_s fsa +

—statuss
us3age_bracket t ELEMENT =

p]gg_n“mbenL
waiting_task 8 FILE =

—1laocal _task jd ¢+
global_task_1d;

Hali_fOE_Ca'hQé 1 FT1F =
local_task_id?

xp_ordinal 2 FLCW =
local_task_ids
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backing_store_id ¢ ELEMENT = )
¢

‘jxile_ldenfifler: :
‘:- patchable_task_list ¢ FILE = Mﬁn N
<ready_string>} “J‘
exchange_packages ¢ FILE =
<task_exchange_package>?
execut ing_tVocal_task_Iia  FILE =
local_task_1d3
axecuting_task 3 FILE =
executlng_gilobal_task_id ¢
executing_local_task_id;
exaecut lon_prjiority ¢ ELEMENT =
lowest_priority «. highest_griority{defined by manaje coul}
FILE_TABLES s FILE =
<file_descriptor_table> ¢
<file_device_descriptor_table> +
<flle_allocatior_table>s
global _program_descriptor ¢ FILE =
program_descriptor{definec ty manage programs}}
giobal _task_Id t FILE =
¥lccal_task_id ¢
pti_ordinat +
sequence_rumber
initial_exchange_package t FILE =
task_exchange_package{appropriately initialized by system genreatiocn};
initial_executlon_priority 3 ELEMENT =
execution_prioritys
loetlai_quantum 3 ELEMENT =
m me ; g;‘“« o, €
inltiat_task_environment 3 FILE =
Init lal_exchange_package + -
<inltial_task_local_static> ¢
initiat_gquantum +
initlat_execution_priority}
initial_task_{ocal_static ¢ FILE =
{a flle containirg compile-tire initializad data - static segment =-for}
{task monitor or tassk services. NOTE? some mechanism Is required to be }
{able to map the file to s speciflc segment.}

’

JOB_INHERITED_PARAMETERS @ FILE =
job_timits +
initial_task_anvirorment +
global_proaram_descriptor ¢
task_services_entry_definitiors?

job_limits 3 FILE =
maximum_tasks_per_job +
maxi mum_queues_per_job +
maxi mum_connections_per_qgusue *
maximum_i tems_per_queus +
cther_job_maximums$

local_task_id ¢ ELEMENT =

0 oo maximum_tasks_per_jolL?

maximum_queues_per_job 3 ELEMENT =

- § lp .
Tﬁmﬂmum_fasks_per_job 3 ELEMENT = Wi
20%
primary_task &t FILE =
*pti_ordinatl +
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establiished +

execution_priorjity + ( }
“exchange _p3ackage +  w
sequence_rumber +
guan tum +
(some_Jjob_identification{paossibly job monitor globai_task_id} !
calier_global_task_id)}
primary_task_1ist 2 FILE =
<primary_task>;
process_segment_tzable ¢ FILE =
*execution_priority ¢
¥local_task_Iid +
<pst_entry>;
process_segment_tatles &8 FILE =
1<process_segment_table>mexirum_tasks_per_J]ob;}
PROGRAM_DATA t FILE =
object_libraries +
cbject_files +
foad_maps
pst_entry 3 FILE =
¥segmant_number +
segment_descriotor +
soft_segmant_attributes +
tacking_store_ia3s
ready_string 1t FILE =
*execution_priority ¢+
<pti_ordiral>»:?
SEGMENT_DEFINITIONS 3 FILE = . P
process_secment_tatless 0
soft_segment_attributes ¢ FILE =
{stack 1 -
job_gtobat_heap 1
task_local_static |
task_{ocal_bhegp)$
task_call_parameters ¢t FLONW =
parameter_string}
task_exchange_package § FILE =
*local_task_1id ¢+
exchange_package?
TASK_LIST t FILE =
primary_task_IlIist +
dlispatachable_task_1list +
exchange_cracksges?
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‘3%cess_atf~ibufes ? ELEMENT =
[read] ¢+

(writel +

{executal}

address_formulation_records 8 ELEMENT =
{for detaited definition see object text format}
:

allocated_section_table ¢t FILE
<section_alfocation>}

atlocated_segment_table ¢ FILE =
<segment _altlocation>}
binding_section_address 2 ELEMENT =
{binding sectlon address of the module In which the entry point}
{is definedl}
ostspvas

currentiy_available_address ¢ ELEMENT =
{address of first unallocated byte in segment}
ost8pvay’

defined_entry_point_table ¢ FILE =
<entry_polnt_definition>}

‘3mtry_exfernal_records ¢ ELEMENT =
{for detajled definition see object text format}
{entry_soint_record ! exte~nal_linkage_chain}}

entry_point_address ¢ ELEMENT =
{virtual! address assigned to the entry point}
ost¥ova?l

entry_point_address 3 ELEMENT =
ostSpva?

entry_point_cali_bracket 2 ELEMENT =
{rings from which the entry point may be called (and thereforel}
{rings in which the entry point s defined) ... Only entry points)
{defined in the highest ring of the execute bracket have cail}
{brackets}
ost3rings

entry_point_cross_reference ¢ FLOW =
entry _pojint_name +
module_tame {module in which entry point is defined} +
entry_noint_address +
<module_name +
<referenced_address>> {references to entry pointl};

a2 try_point_definition ¢ FLOW =
@‘enfry_ooinf_name +
entry_nolnt_address +
binding_sectjion address +¢ “parameter checking }unk"™
*entry_oojint_ring_number +
entry_osoint_cali_bracket +
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gtobal_tlocatl_key_tock + 0 ’
virtual_machine_kind}

entry_point_dictionary ¢ FLOW =
c<*entry_point_name +
modufe_sffset>]

entry_point_name ¢ ELEMENT =
pmtiprogram_name?

entry_point_ring_number ¢ ELEMENT =
{ring i7" which the entry point is defined}
ost3rings .

external_linkage ¢ ELEMENT =
{for detalted definition see object text formatl

°
’

external_~eference_linkage_tabl
$ FILE = '
<external_linkages>)

global_lozal_key_lock ¢ ELEMENT =
ost3gl_xeys$
global_program_description ¢ FLOW =
toad_map _file_name + .
toad_mao_rewind_option + M];
toad_map_tevel! +
preset
load_er~or_action +
<global_tibrary_names> {global library 1ist};

initial_ring_of_execution ¢ ELEMENT =
{ring in wWhich new task is to begin executingl}
ost3rings

tibrary_attributes ¢ FLOW =
ring_bracket +
gliobal_ltocal_key_lock +
execute_privitege)

library_description_table ¢ FILE =
<¥{ibra~y_name +
tibrary_attributes +
module_dictionary +
entry_noint_dictionary>3

loaded_program ¢ FLOW =
{segmented executable imagel}
<segment >}

loaded_segment_aliocations ¢ FLOW =
segment_number +
segment_attributes + 0
segment_length}
toad_erro~_action ¢ ELEMENT =
(3abort_on_warning 1 abort_on_error | abort_on_fatall);

foad_map ¢ FILE =




-1
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, 1oad_mao _statistics +
[module_address] +
fentry_osoint_address] +
{entry_noint_cross_referencel?

load_map_file_name 8 ELEMENT =
amtStocal_fite_names

toad_map_level 3 ELEMENT = :
set of (no_1oad_map ! statistics { block_map ! entry_onoint_map
{ entry_point_xref)3

load_map_rewind_option ¢ ELEMENT =
{rewind ¢ no_rewind)}

load_map_statistics ¢ FLOW =
transfe~_address +
loaded_segment_allocations}

maximum_stack_size ¢ ELEMENT =
ost3segnent_length?

module ¢ “LOW =

{ob]ject_module_format ! load_module_format)
module_sreambie +
text_insertion_records +

(jgaddress_formu!ation_records +
entry/external_records +
unorocessed_records +
transfe~ _record}

modules ¢ FLOW =
(ob] ect_module ! load_module)$
module__address ¢ FLOW =
module_name +
<module_section_addressas +
modute_section_attributes>’

moduie_description ¢ FLOW =
module_sreambie +
moduie_format)

module_dictionary : FLOW =
<*modula_name +
module_osffset>$

module_fo~mat ¢ ELEMENT =
(ob} ect_module_format ! load_module_format)}

module_tist_loaded ¢ ELEMENT =
{sent nwnen module list has been loaded}
bool eanj)

module_nane ¢t ELEMENT =
pmtEprogram_names

module_offset ¢ ELEMENT =
ost8segqnent_offsets
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module_preambie ¢ FLOW = 3"18 0

modul e_neader +
<module_section_definition>}

module_seztion_addresses ¢ ELEMENT =
{PVA assigned to the section}
ost3pvas

module_seztion_attributes ¢ FLOW =
segment_attributes:

object_file_name ¢ ELEMENT =
amt8local_file_names

object_tlidorary ¢ FLOW =
module_dictionary +
entry_project_dictionary +
<load_modules>’

object_tliorary_name ¢ ELEMENT =
amt3local_file_names

object_tist_ltoaded ¢ ELEMENT =
{sent when object 1ist has been loadedl
bool ean)

preset ¢ SLEMENT =
(zero | indefjinite 1 infinity)s é{}

program_description ¢ FLOW =
[starting_procedurel] +
[<object_file_name>] {files containing modules to be loaded} +
(<modul=_name>}] {modules t5 be Joaded from the library {ist} +
{<object_tibrary_names>] {local tibrary 1ist) +
[Initlal_ring_of_execution]l {should this be here?} +
{task_c3lt_parameters] +
[maximun_stack_sizel] +
{universal_heap_sizel +
{1oad_map_file_namel +
[{oad_map_rewind_option 1 +
[1oad_map_tlevell +
{presetl +
[1oad_e~ror_actionl}
R1 ¢ ELEMEINT =
ostering?

R2 t ELEMENT
ostdrings

R3 ¢ ELEMENT
ostirings

referenced_address ¢ ELEMENY =
{address at which an external was referenced} _
ostspvas 0

rings_toaded ¢ ELEMENT =
€ail! rings in which one or more modules have been {abeled}
set_of_ostsring?’
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ring_brac«<ets ¢ FLOW =
'C}{These ~ing numbers which define the four ring brackets of a segment ..e¢}
{Read_b~acket 1=«<n=<R2}
{Write_c~acket 1=<n=<R1l}
{Execute_bracket Ri=<n=<R2}
{Cati_b~acket R2<«n=<R3}
R1 +
R2 +
R33%

section_address $ ELEMENT =
{base address of the sectionl}
ost$pva’

section_allocation 3 FLOWN =
section_type +
saction_address +
section_tlength +
access_attributes +
ring_brackets +
global_local_key_lock?

section_tangth $ ELEMENT =
ost8reqiest_length?

section_tyoe * ELEMENT =
(code_saction 1 binding_section | working_storage_sectlion !
lextansidle_working_storage_section ! common_block !
extensidle_common_block);

segment ¢ ELEMENT =
<byte>}

segment_allocation t FLOW =
access_attributes +
ring_brackets +
global_iocal_key_Hlock +
currently_available_address +
sagment _length?

segment_attributes ¢ FLOW =
access_attributes +
ring_brackets +
gfobai_tocal_key_locks

segment_taength ¢ ELEMENT =
{number of bytes allocated by the {oader}
ost8segnent_lengths

segment_number ¢ ELEMENT =
ost8sejnent$

starting_procedure 3 ELEMENT =
{user sJupplied name of external orocedure at which execution of 3a}

{task is to beginl}
pmt8projram_name;

task_call_parameters ¢ ELEMENT =
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{arbitrary byte stringl}

?

text_embedded_J ibrary_names ¢ ELEMENT =
{local file names of libra~ies that are emitted by compiiers Iin thel
{loader text}
amt$tocat_ftile_names

text_inse~tlon_records 3 ELEMENT =
{for detailed definitions see object text formatl}
{(text_records ! reptication_records ! bit_insertion_records)?

transfer_address ¢ ELEMENT =
f{address at which execution is to beginl}
ost¢pvas

transfer_record ¢ ELEMENT =
{for datalled definition see object text formatl}

-4
.

transfer_symbol ¢ ELEMENT =
{1ast entry point name encountered in the transfer records of}
{alt modutes toaded}
pmt$program_name}

universal_heap_size ¢ ELEMENT =
ost$segnent_lengthy

unprocessed_records ¢ ELEMENT =
{for detajled definition see object text format}
(relocatlion_record { binding_templiate | formal_parameters 1
actuail_sarameters)}s

unsatisfiad_external_reference ¢ ELEMENT =
pmt3$program_name}

unsatisfisd_external_table ¢ FILE =
<*ynsatisfied_external_reterence +
external _reference_1linkage_table_index>3

virtuali_machine_kind ¢ ELEMENT =
(CYBER_170 ' CYBER_1810):
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’QCEDUR‘E gccumulate 2ntry point cross references? { 5.1.1e¢3.3 3} 3""3(
FOR altl entry ooint cross ~eferences recejved DJ
IF a -hain_for the entry point already exists THEN
add a2xternal linkage c~oss reference tao chainj}
ELSE
buitd new entry point 2ross reference item;
IFENDS
FOREND?S
write_tosd_map {(1o3ad_maoe.c~oss_reference)}
PROCEND 3zzumulate entry poiat cross references?

PROCEDURE create_stack_segmeqats; { Selele3els 3}
FOR eacnh ~ing within which a_module was loaded N0
create a stack segment$
oiace [ts addresses in the exchange package}
FOREND?
PROCEND c~eate_stack_segments}

0»

PROCEDURE awrjite load maps; € 5¢11.3.5 3
IF 3 I103d map ls to be written THEN
IF statistics are to be written THEN )
write segment allocations on toad m write transfer address on 15ad map}
IFEND:
IF bltyzk map is to be written THEN
write modul e_addresses on load map?$
IFEND;
IF ent~y points a~e to be written THEN
write entry point addresses on load mao?
IFENDS
IF ent~y point cross references are to be written THEN
write antry point cross references on load map?
IFENDS
send {>2ad map?
IFEND
PROCEND w~ite load map}




PROCEDURE 2stablish tr~ansfer address; { S5¢lei1e¢3.5 }

IF prog~am_descriotion.sta~ting_procedure specifled THEN
t~ansfer symbol = program_description.starting_procedure;

IFEND?

IF transfer_symboi defined THEN
t~ansfer_to_user_code {t~ansfer_address);
RITURINS

IFENDS

{ transfe~ symbol! has not al-~eady been (oaded?: se3arch the library list
{ for_it. }

/SEARCH_FJIR TRANSFER SYMBOL/
FOR atl! tibraries In the library descriotion tanle DD
s2arcy entry point dictionary fo~_transfer symnbols
IF transfer_symbol in cur~rrent Jibrary THEN
1oad_a_module {module_containg transfer synbol, [qitial_ring)?
EXIT /SEARCH_FOR TRANSFER SYMBOL/S
IFENJ;S
FORZND /SEARCH_FOR_TRANSFER SYMBOL/S
PROCEND 2stablish transfer address)

PROCEDURE transfer_to_user_p~ogram} { Sel.1.3.7 }

estabtisn dummy stack frame in users rings
set_up task call pa~ameters as arguments to use~ task?
perform sutward call to transfer address?

PROCEND t-~ansfer_to_user_program}

WOCENURE determine entry point address? { 5.1.1.3.8 1}
IF antry point isnt [n defined entry point table THEN
REPEAT
se3~ch tibrary entry point dictionary for_entry 20int defined [v calter~s
ring?s
. UNTIL tibrary list exhausted OR entry noint defineds
IFENDS
CASE adi~ess_type OF
=pva=
RZTURN address of_entry ooint}
=procedi~e_=
build orocedure_description of eatry ooint?
RETURY address_of procedure_description?

CAS=ZNDS ‘
'OCEND d2termine entry point address? l]




PROCEDURE determine_initiat_ring_number; {5.1s1+s3.1.1 2}

‘:ﬁF (first _object_file«.r3 >= callers_ring) AND (catlers_ring >

first_object_fite.r2) THEN

initial_ring %= first_object_file.r?2;

ELSE

IF (ti~st_oblect_filesr2 >= callers_ring)

first_object_file.ri) THEN
initlat_ring 2= callers_ring}
ELSE ‘

initial_ring = first_object_file.ri}s

IFENDS
IFENDS
PROCEND determine_injitial_~ing_number}

PROCEDURE 103d_object_1ist? € 5¢1¢1e3.1e2 3

FOR eve~y_object_file DO
get_file_attributes (object_file)?

IF Initial_ring > cur~ent_object_fite.r2 THEN

r = current_object_file.r2;
ELSE

r 1= [nitial_ring?
IFENDS
FAR every_module_on_the file DO

1o3d_a_module {object file module_ descrition)}

\ FOREN)?
"ORENDS

AND (callers_ring >=

bulid_tiorary_attribute_tanle (program_descrio?ion.library_lisf):

PROCEND 133d_object_tists

< 3uitd tibrary description tables 3}
L consists of two parts? }

{ 1.Ldzal tibrary 1ist 3}

{ 2.510bat library list
{
L

This dichotomy is maintained in order to allow
to be added to the local library list during toadinge.

PDROCEDURE »ouild Yibra~y attribute table}

FOR ait program_descrintion.library_list DO

get_file_attributes:

ALLOCATE next siot in Jocal Jlibrary list?

fetch fioprary dictionary?
buitd 1ibrary list entrys

FORENDS

FOR atl global_program.lib~ary_1ist DO
get_ftite_attributes)
ALLOCATE next slot in glsbal lib~ary
fetch liorary dictionarias}
bulld tibrary list entrys

FORENDS

PROCEND build tibrary attribite table?

lists

}ocat

{5¢1.1e3.1.3 3}

tiobraries 3}
3
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PROCEDURE load modules from module_1ists € Selele3e1lel 3
€ Load all modules In the module list in the initial ring of execution.

FOR all libraries IN the library descriotion tadle DO
/search directory for module_/
FOR 31! modules IN module_list 00
IF nodule_ already ioaded THEN
SYSLE /SEARCH DIRECT2IRY FOR MODULE_/
IFENDS
IF nodule_.initial_ring IN current library THEN
123d_a_module (modula_, initial_ring);
ma~k module_ as already Joaded?
IFENDS
FOREND /SEARCH DIRECTORY FOR MODULE_/?
FORENDS
establish_transfer_symbol {program_desc~iption.starting_procedu~e,
initial_ring_number)s
PROCEND 15ad modules from modjule_Jlist$

PROCEDURE satisfy external references’ { 5¢1¢1:¢3:.1.5 }
sta~t $= first entry in unsatisfied external tadle?

o

this_jita2~ations_finish = zurrent last entry in unsatisfied external table!?

JSATISFY ZXTERNALS/
WHILE TRJE DO ;
F3R 311 tibraries within the library description table DO
FOR start TO this iterations finish DO
s2arch entry_point_dictionary for_ unsatisfied externals)
I found THEN -
foad_a_module (module_containing unsatisfied external)}
IFIND3
FOINDS
FIOREN) S
EXIT /7SATISFY EXTERNALS/ WHEN no unsatisfied externals remaing
start = this_jiterations_finish + 13
this_iterations_finish $= current last entry in unsatisfied external
WHILEND /SATISFY EXTERNALS/S
PROCEND satisfy external references)

PROCEDURE 1oad text { 541¢1.342.2 3}
CASE rae:zord_type OF
=text_~2aco~d=
finsert text bytes a3t specified (sectlon_s offset)?
=restication_record=
repetitively insert text at specified (section_y offset);
=blt insertion_record=
fnse~t bit striny a3t speczified {section_, offset + bit_offset)?
CASZND3
PROCEND 153d_text?

O

tables
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PROCEDURE formutate_addresses? { S5¢1e1e342.3 3}
OR aii{ address formulations IN the record_ DO
CASE 3address_types OF

=pya=
buitld forty eight bit ova associated with (vatue_section, value_offset})s

sto~e [t within (destination_section, destination_offset)
=Inte~n3al_procedure=
buitld sixty four bit code base pointer associated with {value_sectiony
vatue_offset)s .
sto~e it within (destination_section, destination_offsat)}
=one Aord external_procejure=
sam2 as Internal_procedure exceet external flag bit is onj
=ext2~13l _procedu~e=
build sixty four bit code base pointer assiciated aith (value_sectiony
vilue_offset)
sot~e [t at (destination_sectiony destination_otfset)}
sto~e address of curreat modules binding_seztion 3t {destination_section,
dJestination_offset + 10)3
CASENDS
FORENDS
PROCEND fo~mulate addresses)

PROCEJURZ ~ead records not requiring orocessing? € 5.1.1.3.2.5 3
{ read 3nd discard records }
PROCEND ~23d records not requiring processing?

O

PROCEDURE save_transfer_3ddr2ss? £ Selele3e2.6 1}
save th2 last transfer symool encountered in any_module?
PROCEND save_transfer_symbol!?

PROCEDURE 3dd_tibraries_to_library_list; { Se.1.1.3.2.1.1 3
FOR all library records 0N
balld_tibrary_attribute_table (text embhedded library names) ;
FORENDS
PROCEND 33jdd_tibraries_to_tib~ary_list}

PROCEDURE orocess load_module header$ { 5.1¢1.3.2.1.2 }
IF 3 code_section exists_for the_module THEN
w~ite code sectlon_allocation IN load_module code_s=2ction tables
IFEND?
write 1oad map (module_name)}
allocata_sections for_3_module {(nuaber_of_sectlons)?
WOCEND o~ocess load_module header;




PROCEDURS process object_module header$ {5+s1¢1e3.2.1.3 }

write_Iis>3ad_mao (module_name)}

allocata_sections for_a_module {(number_of_sections)? 0
PROCEND o~9cess object_module headers

awalt_activity_completion 2 PRCCESS Sel.2.% =
{await_actlivity_comp_request is a list of activities comparabla tod
{ the general_wait_1ist.}
completed_3ctivity 3= 03
copy the user®s list of activities to the general_walt_Ilist?
wait_time t= largest_intecar}
{get the shortest time tc wsit}
FCR activity_index t= 1 TC zctivity_index > number_cf_activities 0O
IF activity is time_wait THEN
IF time < walt_time THEN
wait_tirme 3= time}s
IFEND S
gat current_time {free rurning clockl}:
add current_time to genargl_walt_Ilistlactivity_index]l.time;}
IFEND @
FOREND3
REPE AT
activity_Index 3= 12
REPEAT
CASE actlvity OF
=task_termiration=
IF (caliee_local_task_ic (s not a callee of this task)
callee_local_task_id is not In call_relatiorstios 3}

< {exacuting_local_task_idle.catlee_Iist} TEHEN
conpleted_activity 2= activity_indax?
IFENDS

=file_activitys=
IF executing task has the file associsted with fite_lidentifier cpen THEN
IF flte_tables associated with flle_ldentlfiar reves! no outstanding
regquest THEN
corpleted_asctivity t= activity_lndex}$
IFENDS
ELSE
reject?
IFENDS

Coutd —
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m =focal_aueue_message=
4 IF queue_igentifier is valld and speclifies 2 cefined gueue
{ieeey defined_boolean Iin the aqueue_name_table entry corresponding}
{ to gqueue_licentifier Is trua} THEN
IF executing task ls ccrnected to the gquaue
Lieeey executinc_olcbal & local_task_Id arvear In the }
{ queua_connrectad_taskslqgueue_identifierl} THEN
IF there Is 3 message on the message_aqueuel{queue_identifler]l THEN
completed_activity 3= activity_index?
ELSE v
pravert access to cgueue_walt_lIistlqueue_icentifier] by cther tasks;
put executing task Iinto the aqueue_walt_listlaueue_identifierl)s
permit access to the queue_wait_list{queue_identifiarl]
IFEND? '
ELSE
reject?
IFENOS
ELSE
reject?
IFENDS
=time_wzlt=
get current_time {free runnina clockl}?’
IF current_time >= generzl_walt_listlactivity_lircexl.time THEN
completed_activity = activity_Index}
IFEND?®
CASENDS
UNTIL (sctivity_index > nurter_of_3activities) OR
{compteted_activity <> O)f_m~~~~- - f e
IF comptetec_activity equslis 0 THEN
IF wait_time <> largest_lirtecer THEN -
pass executing_glokal_tssk_Ilad + wait_time as rcr_dispatchabtle_task?
ELSE
pass executing_global_task_id ¢ some_arbitrary_time as
non_dispatchable_tzsk?
IFEND §
IFENDS
UNTIL completed_sctivity <> 03
pass complaeted_activity as await_activity_comp_resp
{completeg_activity_incex};
PROCESS_END 3
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await_task_tarminztlon $ PRCCESS 5.1.2.3 =
{awalit_task_termination_rea Is a local_task_Ild}
{executing_local_task_I1ld iIs the requesting task's lccal_task_Iid}
{executing_global_task_id Is global_task_lidslexecuting_local_task_1Id1}
{NOTESt modificatlion of the catlee_list by returning cal tees must te}

< preventea from insgection in the IF thru the pass of non_}
€ di spatchate_task t¢ ersure that the task does rot go inte }
< WAIT just after the callee returns. Passing tire as a part 2}
{ of non_dispatchatle_task is 3an alternate solution, 3

IF tocal_task_Ilc is calli_relatlionshipsiexecuting_Jlocal_task_ldl.cailee_llist
THEN
put local_task_Iic into w3it_for_callee’
pass executing_global_task_Iild as non_disoatchable_task;

ELSE
clear {zero} walit_for_caliee?’

IFEND?

PRCCESS_ENDS

clcse_user_filles t PROCESS 5¢1.1:2:3.2 =
Cexiting_task_Iid Is the exitirg task®s local_task_id.}
{executing_global_task_ic Is the exiting task™s glcbsi_task_Iidel
{executing_alobal_task_id is global_task_idslexiting_task_Iidl}
{open user files are identified by iocal and global_task_ide}
FOR each open user file DC
{close tha file.}
execute any user options sssociated with the flle? .
decremert the file usage count by one?
remove the task identification from the asspociated filte_tables)
FOREND$
pass exitinag_task_Iid + executing_global_task_id as 2xiting_task:
PROCESS_END

letarmine_caller_execution & PROCESS Seleleloebtels =
{global_task_id Is the caller’s global_task_id.}
IF caller_dispachablity 1ls wslt THEN
{make the task ncn_dispatchsblel}
cass global_task_Iid 3s ror_dispatchable_task;
IFENDS
SROCESS_ENDS
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determine_task_execution ¢ PROCESS 5.1eleleltea5 =
{executing_global_task_ic identifles the task being returned toe)
pxecuting_global_task_Iid Is global_task_idslexecuting_local_task_Iid1}
LF returned_callee is wait_for_callae THEN
clear wzit_for_callee{set It tc zero}}
ELSE
IF walt_for_catlees Is not clear {zero} THEN
pass exacuting_global_t=sk_id as non_dlspatchable_task}
IFENDS
IFENDS
PROCESS_END S

disconnect_from_queues 3 PRCCESS 5.1¢1e24¢3.3 =
{exiting_task is the exitirg task®'s local and globsl_task_id}
FCR each defirmred gquau2 in the gueue_name_table DO
IF exlting_task is ccnrected to the aueue {exitina_task ls in}
{queue_cornected_tasks} THEN
pravent access to0 the sssccizted queue_control_tasble by other
tasks;
IF exitina_task Is In the queue_walt_tlist THEN
remove exiting_task frcm the queua_walt_list?
IFEND S
{discornect exiting_tzsk from tha queue}
remove &xlting_task frecm aueue_connected_tasks;
permi t access to the associated queue_control_tztbies
IFENDS
FORENDS -
pass exiting_task as terrirating_task?
PRCCESS_END S

disestablish_c3lli_relatiorshirc 3 PROCESS 5¢1e1e2+2 =
{catl_ordinal is the exitirg task®s local_task_id,.}
fcal i_relationshiplcall_orcirasll.caller_1local_task_ic is the cafler*s}
€ local_task_id.}

{update catller®s callee_1list}
prevent modification to trhre caller®*s callee_llst - callier task or
anyother task returning tc the caller task}
remove the exiting task {c3li_ordinal} from the caller®s callee_1list:?
Fremit modification to the caller®s callee_list}$
pass caller_local_task_ia}
PRCCESS_END

o
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disestablish_system_segment & PROCESS 5+1s1¢1.5.1 =
{terminated_task_Iild is tre terminated task®s local_task_Iid«}
{cal lee_process_segment_tatle is process_segment_tatlel terminated_task_idl} 0

{job_global_data segments sre ldentified by soft_seament_attributel
FOR each job_global_data secrent in callee_procass_secment_table DC
decrement the usage ccunt for job_global_data segrert backing
store file in file_tattes{apporcoriate file tablelbackinc_stecre_1dl}3
FCREND?

{task monlitor/task services code and binding segments 3are thosel
{ segments whose sagment cescriptor’s 21 values ara <= 3 and }
{ contro! field Is executztle or binding and VL Is rot invalids.?
FCR each task_monitor/task_servlices code and binding segment in

callee_crrocess_segmant_table OC

gcecrement the usage count fcr segment backing store flle

in file_tables{spprorrictes file tablelbacking_stcra_idll}}

FCRENDS

{return task_monjitor/task_services stack segments b3cking store flles.}
{task_monlitor/task_services stack segments are identlfled by Rl values}
{ <= 3 ard VL Is rct invzlic ana soft_segrert_attribute of stackeld
FOR each task_mconitor/task_services stack secment Iir

caliee_process_segmant [C

remove the entry corresponding to the segment®s backing_store_ld

from flle_tables 3nd release the file space?

FORENDS

{return task_monitor/task_services data segments backing store flles.} ((m
{task_monitor/task_services czta segments are ldentified by R1 values}
{ <=3 ard VU [s rot irvalig and soft_segment_3attribute of 3
{task_mon_serv_catas.l} )
FCR each task_monitor/task_sarvices data searent ir

calliee_process_segment {C

remove the entry corrasconding to the sagment®s biacking_stora_id

from flle_tables and reslease the file space;
FOREND3
PRCCESS_END S

dlsestablish_tpb ¢ PROCESS 5+4141e1¢5¢3 =
{returning_callee is the returring callee’s local _task_1d}
{cal lee_task_parameter_blcck is task_rarameter_tlocklraturning_cal leel}
set task_state to disestablished in caliee_task_parimeter_block}$
{callee is firally disaestaplished in its entirlty.}
pass returning_cal lee as returred_callesas

PRCCESS_END ¢
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disestablish_user_csegments ® PROCESS 5.,1.1¢2.3.1 =
axjting_task_id is the exiting task®s local_task_Iic} i
‘ﬁbrocess_segmenf_?able is exiting task®s process_sesment_taktle - } L caa
{ process_segment_tablelexiting_task_idl«} ‘

{user segrents are those secrenrts whose segment descriptor R1 value 3}
{ is > 3 and the VL is nct Irvalld. ' 3

{disestab!ish user stack segrents. = stack segments sre identified ty3
{ soft_segment_attribute of stacks }
FOR each user stack sagrert DO
free the flle_tables asscciested with backing_store_idy returning
the filte space?
set the segment_dascriptor invalld?
FORENDS

FCR each valld user segrent 00
decrement the ussge count assoclatad with backing_store_id}
IF {usage count s zaero) ana (the file assoclated with backing_store_lia

is not a permarent fila) THEN

return the filefisesy free the file_tables associated with }
{backing_strore_idy returning the file space.}?
IFENDS
FOREND S

gass exiting_task_id;3
PRCCESS_END 3

establish_callee_axchange_pckg &t PROCESS S5elelele3e2 =
{xp_ordinal is the callee‘s lccal_task_1d}
£callee_egcharge_package is exchange_packagesixc_orclirail}
copy the initial_exchange_prackage to callee exch;nce packagaes
z:;ps:éI:e_exc:a:gngackage.a2 {previous save areadoainfer}‘fo nils
: agmen a
xp_ordingl: 13 ~3ddress {process_segmant_tabla rma} from
put the seagment_table_acoress in callee_exchage_pachksce!
initialize any cal lee_exchanga_packaae regisf;r; trsf_are nct
cre-l?:tlalized bty system_generation?
: vass callee_exchan kzge™ i H
PROCESS. EhD S ge_p3ackesge™ as callee_xp_pointer:
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e@stabl ish_czllee_rcarameters % PROCESS 5+41:s1¢1.2.2 =
{tpb_ordiral is the callee®s local_task_1i4d}
{cal tee_task_parameter_tlock is task_parameter_btlocksltpb_ordinatll 0
{move cal lea_paramters tc callee_task_parameter_block}
calliee_task_parameter_block.program_descriptor 1=
callee_parameters.progran_cescriptor;
callee_task_paramater_blocke.garameter_string 3=
caliee_parameters.parameter_stringl
caliee_task_parameter_block.callers_task_status_polirter 3=
callee_parameters.callers_task_status_pointer]
pass tpb_ordinal as callees_lccal_task_lId}
PROCESS_END?

establish_czalli_relationship ¢t PRCCESS 5¢14161:2¢1 =
{cal lee_ordiral Is the czlliee's local_task_ia}
call_relationshipslcasllee_orcinall.caller_local_task_id t=
executing_local_task_1d?$
set call_relationshipslicaliee_ordinall.callee_list zmpty?
{acd the callee to the callar®laxecutling task) calilze_1lIist}
orevent modification to executing task®s callee_tist by 3 terminating
callaa.
call_relationshins{executinrg_local_task_idl.catlea_listin] =
callee_ordinal{callea_local_task_1id}}
cermit modification of the executing task®'s callea_Iliste
pass callee_ordinal as tpb_crdinal} Q()
PRCCESS_ENDS

astabl Ish_job_shared_seamerts ¢ PROCESS 5.1.1,1.3.1 =
{execution_ordinal is the czllea’s local_task_ic}
{cal lee_pst Is process_searent_tablelexecution_ordinzil}
{caller_pst is rrocess_segment_tablelexecuting_local_task_iol}
{all pst_entry cooies are caller_pstisegment_number] to}
{ caltee_pstisegment_nurkterl, }

{job_global_data segments are identlified by soft_segment_attributel
FOR each Jjob_glcbal_cata segrent in caller_pst DO

copy the pst_entry frcm caller_pst to the callee_rst]

increment the usage ccurt fer job_global_dats segrert backing

store fite in file_tstles{appropriate file tablzalbtacking_store_idl}!
FORENDS

{task_monitor/task_services ccde and binding segments are identifieds }

{ segments whose segment cescripter R1 value is <= 3 and the controll}

{ fleld iIs executsple or tircing and VL (s rot Invztid.}

FOR each task_monitor/task_services code and bindirg segment caller_cst DO
copy pst_entry from caller_pst to the callee_pst?

incremenrt the us2ge ccourt for segment®s backing stora flle In ‘
fite_tables{aopropricste fite tablelbacking_stora_1d1};
FORENDS

PRCCESS_END I




2-143

establ Ish_stack_segments ? PROCESS S5elelele3ets =
Ccal lee_pst_ordinal s the catiee*s local_task_id}
Ccal lee_pst [s process_segrenrt_tablelcallee_pst_ordinalll} Jvmd@e.
Lcal l2e_xp_pocinter points to callee_exchange_packagal
FOR each task_mcnitor ard task_services ring In the callee_pst DO
create a process_seamert_tablelicallee_pst_ordinall entry
for a stack segment?
process_segment_tablelcal lee_pst_ordinall.soft_segment_attributes 3=
stack} ]
open 3 backing_store file fcr the stack segment$
put the file_jidentifler ¢f the backing store flle In the created
callee_pst entry]
put the pva of the stack seamant to the approprizte tos register
In the callee_excharae_rackage{byte_offset = 013?
FORENDS
get the stack_segment_nurter correspondinag to callez_exchance_p3ackagees
p_registere.ring_number}$
put callee_exchange_package.pc_reglister.ring_mumber, stack_segmant_rurber,
and byte_offset of 0 {zero} Into
AQ {dynamlc space pointer) ard Al {current stack frame oointer}
of the callee_exchange_p3ckzge!
pass callee_xp_pointer as exchange_package_ptr}
PROCESS_END ¢

O

establ ish_task_local_segments t PROCESS 5¢141s1e33 =
{catlee_pst_ordinal Is the callee®s local_task_id}
{callee_pst Is process_segrert_tablelcalliea_pst_ordinally}
{cal far_pst_ordiral is tre czller®s tocal_task_id}
{cal ler_pst Is process_seanert_tablelcatler_pst_ordirail}
{irnitialized_task_mon_serv_csta is compile=time inltiallzed static)
{ residirg on some flle known to the task initiator.l}
{task_mon_serv_cata is segrert image of that static}

{this process is not necessary if task_monitor/task_services have rol}
£ compile-time initialized static.}

FOR each task_mcn_serv_dzsta segment 0O
copy pst_entry from czlter_gst tc callee_psts
open 3 backing store fila for the task_mon_serv_czta segments
put the flle_jidertifler of tha backing store file in the callee pst_entrys
copy the initialized_task_mon_serv_data to the backlng store fite fer

task_mron_serv_gatas
FORENDS
pass callee_pst_orainal?
PRCCESS_END S

O
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torce_callees_%to_terminate 2 PROCESS 5e4142e2e2 =
{a trigger {siansall}
will cause this task to tarminate.) 0
Ltorce all calleas in tris task®s {execultng_local_task_Iid} to terminrate}
FOR each callee In the executing task®s callee_list
{call_relationshinsl{axecLtiong_tocal_task_idl.caliee_Ilist) DO
pass callee_local_task_Ilc 2s terminate_callee_req?
FORENDS
pass executing_locsl_task_ic as tocal_task_id}
PROCESS_END ’

force_callee_termirnation 2 PROCESS 541424241 =
{terminate_callee_req is tre callee_local_task_id cf the caflee to}
€ terminzteld
IF caltee_local_task_id is in the executing task®*s callees_1Iist

{cali_relationrships{executing_local_task_ldl.caltee_Ilist} THEN

get the callee_globab_task_ia from global_task_1lds
{global_task_icslcaliee_lccal_tasl_idl1}:

get caliae_execution_pricrity from the primary_task_1list :

{primary_task_1listlcallee_qglobal_task_id.ptl_orcdinsll.executlon_priorityl}}

{make tha ¢c3lles dispatchsblel}

IF the callee is rot Ir tre aopropriate ready_strirg in the
dispatachsble_task_Ilist {ready_stringl{callee_ex2cutlion_priorltyl} THEn
add the callee{pti_orcirzl} to the ready_stringalcal lee_executicn_pricrltvﬁ@

IFEND?

" {a trigger {signall} is recessary to cause the callee task to termiratel}
IFENDS -
PRCCESS_ENDS

get_program_descrictor 8 PRCCESS 5.1.2.1 =
program_describtor $= task_rsrameter_blockslexecutirg_task_ld.local_task_idle
callee_parameters.prograr_cescriptor?’
pass pbrogram_descr [ptor)
PRCCESS_END S

make_callee_dispatchable % PRCCESS 5.1.141,4,3 =
add the callee{aisratchable_calliece.global_task_Iide.pnti_ordinal} to
the appropriate reagv_strira in the dispatchable_task_1list
{ready_strirgldispatchatlie_caliee.execution_priorityl}:
PRCCESS_END 3 O
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make_callee_known ¢ PROCESS Selelelettsd =
{ftind an unastablished primary_task_1ist entry}
WHILE (pt{_ordinal is < maxlmum number of primary_t3sks) AND
(the callee is urkrown) DO
IF NOT primary_tassk_listl{cti_ordinalleestablished THEN
{make the czilee known ir the primary_task_Ilist}
set primary_task_Jllstlctli_ordinall.established to true}
put exchange_package_ptr, Initial_execution_prilorityy Inltial_ouantum
into primaty_taesk_tisticti_ordinall?
increment primary_task_listipti_ordinall.seguarce_number by 13
put pti_ordinal and sequence_number {callee glotal_task_1id} into
global_task_ids {global_task_idslcallees_local_task_idl};
EL SE
increment ptl_ordinal:
IFENDS
WHILENDS

IF the cattlae is kncocwn THEN
put caliees_local_task_id irto callee_1local_task_id}3
pass pti_ordinal and executlon_prlority as dispatcrable_callee?
ELSE
rejects
IFENDS
PROCESS_END @

C

make_task_unknown 2 FPROCESS Selelelebe? =
{task_to_delete Is globsl_task_id}

{disestablish tre task®s cti_entry}
set primary_task_listitask_tc_delete.pti_ordinall.esteblished t¢ fazlise}
pass task_to_delete.oti_ordiral as non_dispatchable_tashk?

PROCESS_END S :
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notify_catller_of_termination ¢t PROCESS Selsle2slteal =
{callar_global_task_Ild Is glcobal_task_lds{catler_local_task_1dl}
IF tha caller is not in ciscsztchsble_task_Ilist THEN 0
{make the caller dispatckztle by adding the calier to the }
{ ready_stringlexecution_priorityl - execution_priority is faoundg in }
{ primary_task_listlcaller_global_task_id.poti_orcirall}
add the caller{caller_glcbal_task_ld.pti_ordinall} to
the acpropriate ready_string In the dispatchabla_task_1lIist
{ready_strinalexecutior_griorityl}s
IFENDS )
pass terminating_task,local_task_1id as terminating_task_id}

pass terminating_taske.global_task_id as task_to_delate;’
PROCESS_ENDS

return_task_status ¢ PROCESS Ss1e1l¢14542 =
{returning_catiae Is the returring callee’s locs) _tesk_1d3
return/pass callee_task_id}
{ie2ey move ?ask_oaramefer_blockstre?urning_calleel.calIee_fask_s?sfus}

 to fask_paramefer_btccks[re?urning-calleel.caller_fask,sfafus-oolnfer}
{ setting comrplete to true.} '
pass returning_czai lee}

PRCCESS_END S
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return_to_user_proc_caller 3 PRCOCESS 5S5.1¢162.1.2 =
{This process has the effect of returning to the caller (i.esy task}
firitliator) of first user procedure - executing any bilock exit }
{processinrng conaglition hardlers that may b2 outstandinag. }

sfsa 8= s fsa_pointer;
{last stack_frame to unwind has a psa_register_imaca = nll}
WHILE {stack_frare [s not the last user stack_framel} (sfsa <> nll) DBC
IF {3 pop would cross rirgs}
(sfsa.rina_rumtbter < sfss™.psa_register_irage.rinc_number) THEN
{move the current stack_frame to tha next higher ring stack_secmert}
{round destinatlon dyramic space pointer to a word boundary}
sfsa“.dsp_recister_imace 2= {(sfsa".dsp_reglster_Iirage ¢ 7Y mod 8
#bytes = dsp_reglister.cffset - csf_register.offset?
FOR I 8= 0 TO (#bytes - 1) DO
sfsa".dsp_register_liragelil t= csf_reglster~[il;
FOREND?
{create a2 new stack_frzme_save_area In that stack_segmenrt by mcving 1}
{the executing registers to that area., this may be best acconcl ished}
{by caliirg a procedure = having the procedure move the stack frame 3}
{save area which Is I3sid down to the new stack_frame_save_3area. }
new_s fsa 3= (sfsa".dsp_reglister_image %+ #bytes + 7Y mod 8¢
move_execitirg_registars (new_sfss);
{computa new pointars for the registers in tha curmy sfsa.l}
naw_dsp 2= (new_sfsa * #sizelnew stack_frame_save_area)ld)
rew_csf t= sfsa“edsp_recister_imaqe?
new_p_reglister = #lcc(rirg_crcssing_returny + 23
new_p_reglister.,ing_nurkter t= sfsa~.psa_register.ring_number}
‘3\ new stack_frame_s3ve_3rez.psa_register_irage t= sfsa)
new stack_save_frame_araa.p_register_image = naew_p_registacr}
new stack_frame_save_arcea.dsp_register_image $= new_dson}
new stack_frame_sasva_arez.csf_register_irage t= rew_csf?
psa_register 3= new_sfsa} v
{set the spcropriate t¢cs register to point to the new stack_frame.}
tos_registerinen_csferinro_rumberl %= new_csft}
/ring_crossing_reture/
return to the new stack_frames
IFENDS
gop the stack_frame?! {ror will cause block exit processing }
{conditior handlers znc continued condition hinclers to execute.}
sfsa %= psa_reglster?
WHILENDS €Calterrative?! this process could perform the same functiors?}
{as conditicrn processina. flrst determining 1f 3 block exit}
{would occur and thar fircing the condition hanrdlier - callingl
{that handler agirectly frcm this processel}
{return to the last stack_frame in the task}
PROCESS_END 3
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set_execution_relationship ¢ PROCESS Selelelelsel =
{cal tees_local_task_id Is the callee*s local_task_ic.}
IF executlion_relationrship is walt THEN
put catlees_locat_task_ic ir wait_for_callee;’
ELSE
put zero in wsit_for_cellees
IFENDS
pass callees_local_task_id$

{executing_globsl_task_id is globasl_task_idslexecuting_local_task_id1}
pass executior_relzstionshic + executing_global_task_id as
caller_dispatchabliltys
PROCESS_ENDS

terminata_task 3 PROCESS 5.1.24243 =
{local_task_1id Is this task®s local_task_id}
{task_parameter_blockl[lccal_task_id]l is this task®s task_parameter_block}
IF task_parameter_block{local_task_Iidl.task_state Is NOT
(terminatinc_rormslly OR termlnating_abrormally) THEN
pass status{abnormal = fcrced terminatlon} as exit_request;
IFEND?
PROCESS_END 3

update_task_state * PROCESS S¢1.1e2e1el =
{executing_local_task_id is tre exitlng task®s local_task_id}
{task_state and stztus are lr task_parameter_block[axecuting_local_task_Iid}
orevent access to exlting task®s task_state by another execution [rstance
of update_task_state?
IF task_state Is not (terminating_normally OR terminating_abnormrally) THEN
IF oxit_request{status} Is rormal THEN
set task_rarameter_bilocklexecuting_local_task_iclestask_state
to terminating_normallys
ELSE
set task_vparameter_bicckl{executina_local_task_I1dletask_state
to terminating_abrerrzily}
IFENDS
permit access to exlting task®s task_state!
set exitlng task®s task_stztus to exit_request{status?
setting compclete to triel
sfsa_pointer 3= psa_recisters
pass sfsa_polinter;
rass executing_local_task_id 3s exlting_task_1id?*
IFENDS
permit access to exiting task®s task_stste’
PRCCESS_ENDS




3444

validate_program_executlon ¢ PROCESS 5.1s161.1 =

{local_task_id becomes csllece's local_task_1d}

prevent access to task_parameter_blocks by other irnstances cf

execution attempting to establish a task = the executing task or

another tssk in the jobe.

local_task_id 8= 03

{search for an unestablisted task_parameter_block}
REPEAT

focal_task_id ¢= lccal_task_Iid & 1%

UNTIL (task_parsmeter_blocks[locali_task_idl.task_stite =

unestab | ished) or (locsl_task_Iid = maximum_tasks_per_job);
IF task_parameter_blocks{lccasi_task_ldletask_state =

unestablished THEN

{set callee_task_pvarametar_block establlished}

task_parameter_blocksliccal_task_idlstask_state = established;

permit sccess to task_parareter_blocks?

put local_task_id Iin callee_local_task_1d;

pass execute_request_statisinormall};’

pass local_task_ic as czllee_task_Iild_resp;

pass callee_task_status{lncomplete}}

pass {ocal_task_Iid as callee_ordinal}

pass local_task_Iid 3as execution_crdinal?
ELSE

permit access to task_parzareter_blocks?

pass execute_request_status{abnormal - max tasks aXxceededl}}
IFENDS

PROCESS_END S

’g%f_for_callees ? PROCESS 5+1641.241.3 =
{exiting_task_1lc Is the exltirg task®s local_task_id}
{executing_global_task_ic is global_task_ids{exlitirg_task_1dl}

I{NCTE! modification of the callee_1llst by returning callees must te}

{ prevented from inspaction In the WHILE thru the pass of non_}
C dispatchabe_task tc ersure that the task does not 30 Into }
{ WALIT when trere 3re rc calteess Passing time as a part of 3}
{ nor_dispatchable_task is ar 3l ternate soluticr,. }

WHILE exiting task'®s callee_1list
{calli_retlatlorshiolaxitirg_task_idlec3allee_Ilist} Is not empty DOC
cass executing_global_tzsk_id as non_discatchable_task!?
{returning call2es wlil rake thls task dispatchatlel}

WHILENDS

pass exiting_task_id as cali_crdinals

pass exit ing_task_iad + executing_global_task_ld as 2xiting_task}

PRCCESS_ENDS '

walt_for_lo_complete ? PROCESS S5¢l¢le2eiels =
{exiting_task = local anc clctal_task_Iid will jdentify files forl}
{the exliting task In file_tsties}
WHILE there [s (/0 active on any file DO
pass exexiting_task.glcbcal_task_ld as non_dlspatchatl e_task}
{i/70 comgpletion will mzske this task dispatchablie}
HMILEND?S

pass exlting_taske. local_task_id as exlting_task_id}
PROCESS_END$




delete_task_from_queue 3 PRCCESS 5.,3.5 =
FOR ald %= 3 TO gueue_name_table.maximum_aueues_per_job DC
IF queue_name_tablesqueuc_cefiritionlagldl.defined_boolean
search aueue_control_tsticlgiclequeue_connected_tasks f
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= true THEN
cer task_id

UNT IL (task_id Is found connected to 3 gqueue) CR
(all queua_connactad_tasks sre sesrched)
IF task_Id is founa in cueue_connected_tasks THEN
set queue_control_tstlelaial.queua_control_block_locks
search aueue_control_tatlelaidl.queue_walt_{Iist for task_1Id
UNTIL (task_id Is found Iin the gueue_walt_1ist) OR
(the entire queue_wnsit_tist Ils searched)
IF task_Ic is fourc ir the aueue_walt_tist THEN
remove the task frecrm the quaue_wait_lists
IFENDS

remove the task from aueua_connected_task{iecsy disconnect thre

task frcm the quevels
claar aueue_control_tatlelaidl.aqueue_control_block_1lock;
IFEND S

IFENDS

FORE
PRCCES
dequeu

ND 3
S_END?1
e_message I PRCCESS 562.2.2.2 =

WHILE (recelved_queue_message has not been passed) AND
{status Is normal) OO
IF (queue_controi_table.aveue_cortrol_block{alid]l.ressage_queue

contains a message_blaock) THEN

dequeue the ma2ssage_block from the message_queue to a Jccal
message_block?

clear auaue_cortrol_blcckiqgidl.queue_control_blcck_lock$

racejived_queue_mess3ges.serder_ld 3= messasge_blockesender_id}$

received_queue_messagee.sSerder_ring = message_blockesen
received_queue_message.secment_offset 1= massaga_tlock.
recejved_gueue_message.ressage_type 2= message_blockeme
CASE message_block QF

=cons tant_messace=

cer_rinc?
secment_offests
ssaga_types

O

)

recelved_Qqueue_messsge.ccnstant_message t= messace_blocke.constart_message’

=pointer_message=

rece ived_queue_messaga.pointer_message 3= messsge_blockepointer_message’

message_blockspoirtar_massage!
=passed_segment=
{have manage_sements rancve the passed seaqmrent(s) from
{add the passed segment{s) to the callier®s process seg
{{2ddress space).l}
recelved_qgueue_messzce.czsSsed_message_segments.rumber_
message_blockepassec_segments.number_of_segmerts]
FOR i 3= 0 TO message_block.passed_seaments.number_of_
issue system_segment_request{message_block.passed_se
rassed_segment (1]}
recajved_queue_messszce.passed_message_secmerts,
passed_message_secrert{i) 1= system_segmert_respgon
{NCTES manage_seaments may return abnormal stztus as
{systam_segrent_resconse - in which case the FCR 190
{must be reversed tc remove passed sagments from the
{3agd back into the jota The message_block rust ba p
{back on queue(first cut)e The abnormal status must
{passec to the caller (recejve_from_queue_respl.d
FORENDS

the jot ard}
rent tattel}

cf_segments t=

segmerts DO
gm’enfs-

se;

part cf }
p orocess)}
task ard}
{3aced 3
then te }
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=shared_segment=
{have manage_semrents remove the shared segment(s) from the jot ard}
{add the sharead segment{s) to the caller®s process segment tatle}
{(adaress spacs2).}
received_Qqueue_messsge,shared_message_segmants.rumber_of_segments 1=
message_blockesharec_segments.nunkber_of_segrerts;
FOR | 3= 0 TO message_tlocke.shared_segments.numter_of_segmenrts DO
issue system_segment_request{message_blockeshared_seagments,
shared_segrert[il}}
received_queue_messzce,shared_message_secmerts,
shared_massagas_segmentl{il] 3= system_segment_response;
{(NCTES manage_segments may return abnormal ststus as part of }
{system_segment_respgcrse - in which case the FCR loop orocess?
{must be rayersaeg tc remove shared segments frcm the task ard}
{3dd back into the joks The message_btock must be placed 3
{back on queue(first out), The abnormal stastus must then te }
{passed to the caller {(raceive_from_gueue_resplel}
FOREND?
CASENDS
(mg pass received_queue_messzges
pass status{normsl}?
EL S
IF no_wait THEN -
{form a3 no_message rescorsel
receivad_qusue_massage.Message_type 3= no_messaces
recel vad_queue_message.serder_ia 3= executing_task_id}
raceived_quaue_mess3age.sendar_ring 3= caller_ic_ring_number:
clear quaue_cortrol_blccki{agidlsqueue_control_block_lock?$
P3asSs received_aueua_ressaces
pass statusCnormall;
ELSE
pass qld;
IFEND 3
IFEND?
WHILENDS
PRCCESS_END31
dispose_of_condition_sianal 3 PROCESS 5.4243.443 =
transform conditjior_sigral tc a conditlion & condlitlon_info}
condition_sfsa t=z trappec_sfsz{corditicn_sliaral_environ};
condition_environment ¢= corcition + cenditlon_infc + condition_sfsa ¢
tr apped_sfsa?
cass conditiorn_environments
PROCESS_END 31

¢ ' Gt =
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dispose_of_continued_conditjiors 3 PROCESS 5.2¢3e5 = 0
localize continued_cenditiorsd {dispose_of_conditiors may be placirg}
{conditions into the globsl continued_conditions as this process is }
{gisposing of ccnditions.}

REPEAT
IF conditioar is debug THEN
condi tilon_sfsa 3= “contirued_condition.continued_cabug.cebug_s fs3?
congitlon_irfo t= “centinued_condition.continued_debuge.debug_lrdexs
EL SE
condi tlon_sfsa %= nii}
condi tion_info t= nil}
IFENDS
pass conditior_2nvironmaent{condition + condition_irfo + conditior_sfsa +
continued_ervircnmert=-trsroed_sfsal:
UNTIL all continuec_conditiors have been disposed cf?

PRCCESS_END 31 »

disocose_of_critical_frame_flag 32 PRCCESS 5¢2¢341e2 =
trapped_s fsa is cff_envirorrment;
axacutling_ring_rumbter 3= g_recistere.ring_rumber;)

IF (trapped_sfss .psa_ragclister_irage.ring_number > executing_ring_rurter) AND
(establ ished_ring_slarmslexecutling_ring_number] = true) THEN
{set 3 ring_alarm znd clear the establlished ring 3larm}
set the free_flag Iin tre ftirst stack_frame_save_srea of the next
highest stack_segmenrts
ring_atlarmslexecuting_rirg_rumber + 11 %= true;
estabiished_ring_slarms(executing_ring_number] := false?

I.FEN D3 | ’ w[

Contd =
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IF gpo_conaltion_tlag s st .in traoped_stsa.frama_cascrloter THEN- - -
condition 3= tlock_exit_prccessings
condition_irfo ¢= nli}
condition_sfsa t= traopea_sfsa’
pass conditior_environmert{ccnaition + condition_info # conditior_sfsa ¢
traoped_sfsals ;
IFEND?S
PROCESS_END 1
dispose_of_debug_trap 8 PROCESS 5e42¢3.1.3 =
{transform debug trap envircrrent to debug cenditior_envirormentl
debug_Index $t= debug_Iindex_register?
condition 3= debug}
conditlon_info t= #loc{debyg_inrdex’ s
conditlon_sfsa = trapped_sfszl{debug_environrent}]
pass condition_environment{condition + condition_irfc + concitign_sfsa +
trapoed_sfsal}s
PROCESS_END 1
dispose_of_cdeferred_exit ? PROCESS 5.24343 =
executing_ring_nrumter 3= pg_register.ring_number;
IF executina_rling_nrumber > defarred_exit.ring_number THEN
issue terminate_xtask_recuest (defarred_exit.terminate_requestor,
deferrad_exitsstatus)s
IF terminate_xtask_resconse = establish_deferred_axit THEN
deferred_exit.ring_numter 8= executing_ring_numrter;}
h {establ ish a ring alarm}
set establishea_rinc_alarrs{executing_rina_numbar) 2= truyaj
{find the lzst stack_frsme_save_area {r thls stack_sagment}
sfsa $= trapped_sfsal{deferred_axit_environment}: i
WHILE sfsa™.psa_reglster_image.ring_number = ex2cuting_ring_nurber DOC
sfsa '= sfsa~.psa_recister_image}
WHILENDS
{set the criticsl_frame_flag in the last sfsa of the stack_segment}
sfsa™eframa_descriptorscritical_frame_flag?
EL SE
geferrad_exit.rirng_rurter = 0
IFENDS
IFENDS
trap_state 2= normsal status:?
pass trap_state;
PRCCESS_END 31
dispose_of_free_flag ¢ PRCOCESS 5.2.3¢lel1 =
{dispose of signals}
signal_envirormert &= tracpaed_sfsal{free flag environment})
pass signal_ervirorment)
IF ring_alarms{executino_rirc_rumber] = true then
ring_atarmsl{executing_rirc_rumber] 3= false)
{dispose of deferred exit ard continued conditiorsy
de farred_exit_environment = trappea_sfsal{free fi3ig environment};
pass defarred_exit_envircrrent;
continued_envirorment $= trapped_sfsalfree flag ervironmenrt}s
B pass continued_environment)
LFEND?S
PROCESS_END 31

-e
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dispose_of_other_traps t PROCESS 5,2.3e1.6 =
condition_Info t= pril}
condition 2= other_secondary_conaltion}
condition_sfsa 3= trappeo_sfsalothar_trap_environment}
pass conditior_environmert{ccrdition ¢ condition_Iinfo ¢ condition_sfsa +
trapped_sfsals
PRCCESS_END 1 :
dispose_of_opit_trap % PROCESS 5¢2e3elet =
{rrocass Interval timar interrypt - pjit}
accumlatec_task_time 2= szccurlatad_task_time # initial_pit_value?
(initial_pit_value - pit_recister) to pit_register}
trap_state 2= normal status}
gass trap_state
vass trap_dispositiers.
PROCESS_ENDS 1
dispose_of_terminate 3 PRCCESS Se2s3s4e2 =
get {terminatel}requastor_task_Iid from terminate_signal’
set status to atnormal{being terminated by another task In the job3s
enabple trzp interrupts{te_recister,tefl}s
Issue termlnate_xtask_request {(requestor_task_idy stetus) !
disable trao interrupts{te_raegister.tefl?
IF terminate_xtask_response = establish_daferred_exit THEN
IF executinao_ring_number > aeferred_exit.ring_number THEN
{estatlish 53 ring alarr for cefarred exitl}
deferrad_exitestatus 3= status;
deferred_exite.terminate_requestor %= requestor_task_1id}
. deferred_exit.ring_number t= executing_ring_number}
{establish 2 ring alarnmr}
set estzblished_ring_3tzrrslexeacuting_rirg_numhar] = true)
{find the 1ast stack_frare_save_area In this stack_segment}
sfsa = trappad_sfsalterminate_environmenrt};
WHILE sfsa~.psa_register_iragee.ring_number = executing_ring_number 0C
sfsa = sfsa".psa_register_imrage?
WHILEMD ?
{set the critical_frame_flaa in the last sfsa of tre stack_segmert?
sfsa”~.frame_descriptore.critical_frame_flaqg3
IFENDS
IFENDS
pass traprced_stzatel{normsi + trspped_s¥sal’
PROCESS_ENDI1
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d&ose_wl?h_no_handler $ PRCCESS 5¢2e3ebe2 =
executing_ring_rumter $= p_registere.rira_rumber?
IF (executing_ring_nrumber = max_user_ring) OR
(condition is not a continued_condlition) THEN
rass condition_environment$
ELSE
{add the condition to the cortinued_conditions list)
€and establish a ring slare}
continued_conditlion.caonaition = condition;}
IF conditior is debug THEN
continued_ccrdliticon.ccrtirued_debugedebug_sfsa $=
condition_sfsa™)
continued_condition.ceortirued_debug.debug_jirdex =
condition_info™}$

IFENDS
{establish 3 ring alarr}
set established_ring_alarrslexecuting_rina_numberl 2= true;
{find the last stack_frare_save_area In this stack_segment}
sfsa %= trapoed_sfsa;
WHILE sfsa~.osa_register_irage.ring_number = axecuting_rirg_numter 0O
sfsa 8= sfsa”.psa_register_imrage;
WHILEND 3
{set the criticali_frame_flagc in the last sfsa of the stack_segmert}
sfsa”.frare_descriptor.critical_frame_flaa;
m)pass trapped_state{tracred_sfsa & normal status}?
LFENDS
PRCCESS_END:1
dispose_with_ro_handier ¢ FRCCESS Gelosle3al = -
exacuting_ring_rumber = p_reglister.ring_number?
IF (executing_ring_rumrber = max_user_ring) OR
{condition is not a cortirted_condition) THEN
pass condition_environment?
ELSE
{agd the corditicon to ths centinuad_conditions list}y
{and 2stablisbh 3 ring zlernl}
continued_condition.corcition = condition;
IF conditior is debug THEN
contiruad_condition,cortirued_dabugs.debug_sfsa :=
condition_sfsa"
contirued_condition.certirued_cebuge.debug_Ilndex 2=
conaltion_info™}
IFENDS
{establ ish a ring atarm}
set established_ring_slarrslexecuting_ring_number] = trues
{find the last stack_framre_save_area in this stack_segment)}
sfsa 2= trapped_sfsa;
WHILE sfs3~e.psa_register_irage.ring_number = executing_ring_numter 00
sfsa $= sfsa " .rsa_recister_images
WHILEND S
{set the criticai_frare_flsc in the last sfsa of tre stack_segmart}
‘E’sfsa‘.frame_descriofor.crifical_fﬂame_flag:
pass conditior_state{condition_sfsa + normal status}’
IFENDS
PROCESS_ENDS1
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dispose_with_handler ¢ PRCOCESS 5¢2.3¢He3 = )
IF (condition is a {primary_condition CR secondary_condition)) ANO ‘)
{thre corrasporcing astestlishea_descriptorT.conditicr_bhandler_actlive
condition Is set) THEN
pass condition_environmert{system_default}$
ELSE
IF (concition is a (primery_conditior OR secondarv_condition)) THEN
set the correspondirc ccrditior In established_descrioter™s
condition_handler_active}
IFENDS
current_condition.handler_active 3= true?
current_conditior.conditicr 3= condltion?
current_condition.conditicr_info 8= condition_info3
current_condition.conditlon_sfsa 3= condition_sfsz3
current_condition.estaclished_descriptor 3= established_descrinter?
current_condition.estatiished_descriptor_sfsa =
estabiishad_descriptor_sfsa?l
enable trap irtarrupts (te_register.tef};
{establ Ishedga_cescriptor~.conditlon_handier points t¢c thel}
{condition handler which will process the conditior_randler_reqguest.}
Issue conditior_handler_recguest{conditiontcondltion_infotconditicn_sfsal;
disable trac Interrupts{ta_registeretafl?!
current_conditior.hancdler_zactive 1= false}
IF (conditlion s a (prlmary_condition OR secondary_conditlon)) TEEN
clear the corresponding ceondition In establishec_cascrictor™,
condition_handier_active!?
IFENDS \
pass trapped_state{traprec_sfsa + condition_handler_resporse{statusl}) 0
IFENDS
PRCCESS_ENDS1
disoose_with_handlier ¢ PRCCESS 542+4e3e3 = .
current_conditicn.handler_zctiva 3= trues
current_concdition.congitionr $= congition?
current_condition,condition_Iinfo 3= condition_info?
current_condlition.conditior_sfsa ¢= conditlon_sfsaj
current_conditior.establishec_descriptor $= establiished_dascriptor?
current_conditicr.establisrec_descriptor_sfsa 1=
established_descriptor_sfssz}s
{establ ished_descriptor~.condition_handler points to the}
{conditior hanrdler which will nrocess tha congditlion _handlar_reayests}
issue conditlon_hardler_recuest{condition # conditlon_info & conditior_sfsal;
current_concition. handlier_zctive = false}
pass condltion_state{conciticn_sfsa + condition_hanaler_resrorsel{status}l;
PRCCESS_END 31 .
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pmpgcausa_concition ¢ PROCESS S5.2.4el =
condition_sfsa t= psa_register?
{find an establlshed_descrictor for the condition}
sfsa t= conciticn.sfsad - - .. _ . . . . - -
REPE AT
IF (sfsa”.frame_descriptcr.on_condlition_flag is sat) THEN
establ ished_descriptor t= head_condition_1ist}
REPEAT
IFf (estzblisred_descricter~e.established_boolezr = true) AND
((established_descriptor~.condition = condition) OR
{establ ished_descrictor~.conditlon = all_congltions)) THEN
established_descriptcr is found?
ELSE
establisheda_descrictcr 2= zstablishec_descrictor™.
estaplished_descriptor
IFENDS
UNTIL (2stablished_descrictor ls found) OR
(established_gescricteor = ril)}
IFENDS
IF established_descriotor s not found THEN
sfsa 3= sfsa“.psa_register_image}
v IFEND$
UNTIL (establishad_cgescrigtcr is fcund) OR B,
(sfsa".psa_register_images.rirg_number <> ‘executing_ring_numbar)}
IF (establishad_descriptor Is found) THEN
local_concition_envirorment 3= user_defined_cornditlon ¢ conditior_info +
condi tion_sfsa?l
pass local_congition_erveorcnment:
ELSE
set status to abrormat{no astablished condition hincler};
pass status{cause_user_ccrditicn_responsel;
IFEND? S
PRCCESS_END 31
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find_conditior_hardler t PROCESS 5 2elea3el =
sfsa t= conaltion_sfsaj
executing_rina_rumber = p_regxs?er.rinq_number?
REPEAT :
IF sfsa”.frame_descrictcere.cr_congition_flag (s set THEN
established_descriptor 3= hesd_condition_1list}
REPEAY
IF (establishea_descriptor™ .establlshed_boolean = true) AND
({established_descriptor~.condition = conditlion) CR
(establ ished_descrictorT.cendition = all_ccnditions)) THEN
condition_handler is found}
astablishaed_descriptor_sfsa t= sfsajl
pass cond_handler_anvironment{conditlion_environment ¢
astablished_descrirtor ¢ establishad_descriptor_sfsal};
ELSE '
established_dascricter ¢= astablished_descrictor™.
established_descriptor_stack}
IFEND?
UNTIL {conditicn_handler is found) OR (estapolished_descriptor = nil)?
IFENDS
IF conditlor_handler is not fourd THEN
sfsa 1= sfs3 " .psa_reagister_image’
IFEND;S
UNTIL (corditlon_hanrndler is found) OR
(sfsa”.psa_register_image.ring_rumber <> executlina_rirg_numberid?
IF (condition_handler is not found) THEN
pass conrditior_environmart;
IFEND;
PROCESS_ENDS 1 -
ospfcause_condltion ¢ PROCESS £.2.4e5 =
condition_sfsa %= psa_register:
cordition 3= (job_resource_ccnditlon | access_method)?$
condition_info t= nit;s
pass local_condition_2anvironrent{condition + conditicr_info +
condition_sfsal;
PRCOCESS_END 1
ospfcause_exterral_ccnoiticrn t PROCESS 542.5.1 =
form a condition_signal frcr cestinatlon_task_ldy executlng_task_icy and
condition;
issue 3 signal_request {cordition_sianall}}’
status $= signai_response?
pass status;
PROCESS_ENDS1

Cont'd —
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enqueue_wal ting_task ¢ PROCESS £43434243 =
F (number of waltlna_tasks In queue_controli_table,
;J aueue_control_blcckigldlesquaue_walt_tlst <>
gueue_name_table.raxlirumr_cueued_items) THEN
add executingltask_id{waitirg_task} to aueue_control_tables
queue_control_bilocklaldl.qieve_wait_tists
clear queue_control_blccklaidl.queue_control_block_lock?
issue task_status_charge{wait, executing_task_id}:
ELSE , ‘
clear queue_contrnl_blcckl(gidl.queue_control_block_lock?
set status abnormal{maximur number of waiting tasks execeeded}]

pass status?
IFENDS

PROCESS_END 1
firno_condition_hardler 3 PROCESS 542434641 =

sfsa $t= trapped_sfsa;’
executing_ring_rumbar %= p_register.ring_number:

REPE AT :
IF sfsa~.frame_descrictcrecr_concdition_fiag is set THEN
establlshed_descriptor 3= head_condition_list?
REPEATY
IF (establlished_descriptor~.establlished_boolesn = true) AND
{lestablilished_descrictor~.condition = condition) CR

{established_dascrictor™.congition = all_corditiors))

conclition_randler is fourd;
establishea_descrictor_sfsa t= sfsaj
pass cond_handler_environmant {condition_environmant +

‘E@ established_descriptor ¢+ astablished_descriptor_sfsa};
ELSE

estabtlished_descripter 1= estsblished_descriptor™.
establishea_descriptor_stack; )
IFENDS '
UNTIL (condition_nhandler Is found) OR (establ ished_descriptor = nild}
IFEND?
IF conditior_hanaler is rct fourd THEN
sfsa 8= sfsz".psa_register__ilmage;
IFENDS
UNTIL (conrgitlior_handler is found) OR
(sfsa~.psa_reglistar_irace.rirg_rumoer <> executin:i_ring_number);
IF (conditior_handler is not found) THEN
. pass conditlon_environments
IFEND?S i ,
PROCESS_END 1

THEN

Cont'd —
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anqueue_message ? PRCCESS 5.2+43¢1.2 =
gld 3= gueue_ldentifjier?
{form a message_block}
message_blockesender_id 3= executing_task_id}
message_b lock_sander_rirc t= caller_id_ring_number:?
message_block.segment_offset = gqueue_massages.seamert_offset)
rassage_block.message_type 15 gueue messaqe.message tyoes - -
CASE messaga_block.message_tyce OF
=constant_message=
message_block.constant_messsge 1= queue_messages.ccrstant_messages
=pointer_message=
mes sage_blockepointer_message $= queue_mesSage.Do0inter_massage?’
=passad_segrent=
{inform m3anage_seoments cf the presence of passed secment(s)?l
{in the job and to delete the passed segment{s) frcm thel}
{caller®s crocess segment tsble (3ddress space).}
mes sage_blockespassed_segrents.number_of_seaments =
queue_message.nDessed_secrert_mressage<.numrber_cf_sacrerts?
FCR I 3= 1 TC queue_messzge.passea_segments.nurber_of_segments 0O
issue system_segment_request{passedoy queue_messace.
passed_message_segrents.passed_message_segment (i)}
message_block.nessed_secrents.passed_segment[i] :=
system_segment_resoonrse?’
{NOTES? manage_segments may return sabnormal status ss part of}
{system_segment_response - in which case the FOR loop orocess}
{must be raversed to rercve passed segments from the job and }
{add them back into tre czifer®s address space. The abnormall
{status must then be psssac to the caller(send_tc_cueue_resol}
FGRENDS -
=shared_se¢ament=
{inform manage_segments of tre presence of shared seagment({s)}
{in the job.}
message_blockeshared_searents.number_of_segmrents 3=
gueue_message,shared_secment_message.number_of__sagments)
FOR [ t= 1 TO queue_messaca.shared_segments.number_of_segments DC
issue system_segment_raciest{shared, queue_massaces
shar ed_message_segmerts.shared_message_segment(i1}3
message_block.shared_segments.shared_segment{l] =
system_sagment_resporses
{NOTE: m3nage_segments w3y return abnormal status as part of}
{system_segment_response = in which casa the FOR {cor process}
{must be reversed to rerove shared segments fromr the job. Thel}
{3bnormal status (send_to_daueue_response) must ther te passad}
{to the caller.}
FORENDS
CASENDS
enqueue the message_bliock on gueue_control_tabla.
queue_control_blocklqgldlemessage_queue}
PROCESS_END 1
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ompsconnect_queue ¢ PROCESS £.2.2.1 =

2t ca

t queu2_name_table_lock)

qid =
REPEAT

v& | 3-/61

ller_id_ring_number from x0 ileft? e

Ay
2.

83

IF (queus_name_tablesqueuz_cefinition{qldledefined_hootlear = truel AND
{aqueue_rame = gueue_rame_table,queue_definitionlgidl.queue_namei) THEN
queue_name Is In queus_rame_table?’

ELSE
gid t= qid # 13
IFENDS
UNTIL (queue_name is in quaue_name_tabla) OR (qld = gusue_name_tatle.,

maximum_queues_per_job)?
IF queue_rame is in queue_nasme_table THEN
set queue_control_blocklaiclegueue_controli_block_lock$
clear queue_nama_table_lock?
IF (caller_id_rlirg_number <= queue_name_table.queue_definitioniqgidl.
usage_bracket) THEN
count the number of corrected_tasks?

IF

C

EL

IF
EL SE
cl

(number of connected_tasks <>
queue_name_table.maximum_number_connections_per_qguaue) THEN
IF (executing_task_ic{oueue_connected_task} not in
gueue_control_tatle.creue_control_bltockigialequeua_connacted_tasks)
THEN
{connect the task to tha queuel}
add a queue_connected_task{executing_task_ic} to queue_control_tzable.
queue_control_bilccklagiaglsqueua_connected_tasks)
clear queue_control_blocklaidl.aqueua_control_bilock_lock?$
Pass queua_idenitifer = qgia?
pass status{normall:
ELSE
claar aqueue_control_tlocklaidl.queue_control_block_lock:}
set status asbnornzl{task already conrected to this auauel}?
pass starus:
IFENDS
SE
clear gueuve.control _bilcckiglidleoueue_control_bnlcchk_lock:
set status abnormai{raximum number of tasks zready cornectecl;
pass status;
END 3

sar queue_control_ticckioidlesqueue_control_black_lock;

set status abnormal{czller canrnot conrect to this gueue -~ callers ring

{is > usage bracket};

pass status?
IFENDS

ELSE

clear queua_name_tabla_lccks

set

status abnormal{no such queualgueue_name) definad}?

pass status)

IFENDS

PRCCESS_ENDS1

o
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omps$continue_to_cause 3 PRCCESS Se2eslbel =
If current_corditionehanclier_active THEN
{tind ar establilshed_cescriptor for the conditior) 0
established_descriptor $= current_condition.establlished_descripter=,
estab! ished_descriptor_stack?
condition 3= current_condition.condition?
WHILE (established_descrictor nct found) AND lestablishad_descrictor
<> nii) DO
IF (established_descriptcre.2stablished_bootlear = true) AND
{(astablished_descrictor~.condltion = condition) CR
{estabtished_descrictor~.condition = all_conditions)) THEN
established_descricter is found)
ELSE
established_descripter 3= establilsheqg_descriptor™.
established_dascrictor_stack?
IFEND 3
WHILEND S
{last stack_frame to sesrch has 3 psa_register_irzce = nll}
sfsa 3= current_conditione.established_descriptor_sfsa“.psa_register_imzges
WHILE (establ ished_descrictor is not found) AND (sfsa <> nily DC
IF sfs3™, frame_descrictor.on_condition_flag Is set THEN
established_descriptcr = head_condliticn_tlist?
REPEAT
IF (establ ished_descriptorTe.estabiliished_boclean = true) AND
((establ ished_descriptor~.condition = condition) CR
(established_descriptor™.conrdition = all_conditions)) THEN
established_descriptor is found}

ELSE
established_descripter 1= astabllished_descriptor™, ﬂﬁ,
astabl ished_descriptor_stack}
IFEND? )
UNT IL (estsblisheg_cescriptor is found) OR lestabtished_descriptor =
nit)s
IFEND S

IF estabtished_descripntor is not found THEN
sfsa 8= stsa".psa_rscister_image?
IFEND S
WHILENDS
IF established_descrictor Is found THEN
establlshed_descripter_sfsa t= sfsal
condl tlon_info t= currert_condition.condition_irfcs
condi tion_sfsa 3= currert_conaition.condlition_sfsas’
pass disposabl e_cond_environment{condition + congition_info +
condition_sfsa + established_descriptor + estaiblished_descrictro_sfsals
pass status{norrall}s
EL SE
pass status{abnormal - rg established descriptcr faund}:
IFENDS
ELSE
cass status{atrormal -~ cecrtinue_to_cause is invalid from cther thran}
: fa.cordition handlierd:
IFENDS
PROCESS_END 1
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]

pmpdde fine_cueue T PROCESS 543e¢1lel =
get caller_ld_rirg_rumber frcrm x0 lefts
IF caller_ld_rira_numbar <= removal_bracket THEN
set queue_name_table_lcck?
gld 8= Q3
REPEAT _

IF {(queue_nama_tablascueue_cefinition{gicledefired_bootean = tru2) AND
(Quaua_rare = queue_rame_table.queue_definiticnlqgldl.queue_rasme) THEN
queue_name is In gueue_nsme_table}

ELSE
ald t= qio + 1

IFEND 3

UNTIL (aueue_rame s In aquaue_name_table) OR (gic = queue_n3me_tzeble,
maximum_queues_per_job) ¢
IF queue_rame Is not ir aueue_name_table THEN

/search_Ytor_free_entry/

FOR free_entry $= ) V0 queue_rame_table.maximuyr_aueues_rer_job 00
IF (queue_name_table.queue_definitilonlifrea_entryledefined_beceliean =

fafse) THEN
exit /search_for_free_entry/:
IFENDS

FOREND S

queue_name_table.queue_definition{free_entryl.aqueue_name = queue_name;

queue_nrame_tab lesqueue_cefinition{free_entryl,ramoval_brackat 3=
remov3l_bracket;

(3} queue_name_table.queue_cefiritionl free_entryl.iLsasce_bracket 3=
‘ usage_bracket? ‘
qQueue_nama_table.queue_definition{free_entryl.daflned_boolean 1= trye:
set queue_cortrol_blcck(free_entrylecusue_control_block_tocks

clear queue_nrame_table_lcck)

initiallize aqueue_control_tablelfree_enrtryl;

{queue_conrnrected_tasks are probably really a doutle linked tist}

{queued_Iltems are probably single linked QUEUES = al!l witl reaulire?

{initlalizec to 3 null state.l

cliear aqueue_control_tlcck{free_entryl.aueue_cortrol_bilock_Icck}

pass status{normal}!?

EL SE

clea queue_name_table_lock}

set status abnormal{raximum queues daflnadl}!?

pass status?

IFENDS
ELSE
set status abnormal{removal_bracket > catller execution ring}s
pass status:
IFEND?
PRCCESS_ENDS1

o Cort 4=
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pmp$disconnect_agueue 3 PROCESS 5,3.2.2 =
IF (aqldg <= queue_nsme_tabla.raximum_queues_per_job) AND 0
{queue_rame_table.gueue_cefinition.defined_boolesr = true) THEN
set queue_control_blocklgiclsqueue_control_plock_locks$
IF (executing_task_I1d{auaue_connected_task} in
' quaue_control_table.,aqueue_cortrol_blockligidlequaue_connected_tasks) THEN
{disconnact the task frcm the gqueuel}
delete executing_task_ic{queue_connected_task} fram
queue_control_table.queue_control_blockl{agidl.aueue_conrnected_tasks?
IF (executirg_task_ldlwaiting_task} iIn
queuae_control_tablesaueue_cortrol_blockiqldl.oueue_walt_list) THEN
delete executing_task_ic{waiting_task} from
queue_control_tstle.cueue_control_blocklqlclequeue_mwailt_11lst?
IFENDS
claa2r queue_control_blecklgidl.queue_control_block_tlocks?$
pass status{norrall}?
ELSE
clear queua control_rlockigialsqueue_control_block_locks
set status abnormal{task [s not connected to this quauel}
pass status?
IFENDS
ELSE
set status abnormsi{iliecs! qid or queue is not c2fined}?’
pass status?
IFENDS
PROCESS_END 1
pmptcisastatblish_cona_handler 3 PROCESS 5.2.2 =

{find an establ ished_descrirtor for the conditlonl ﬁ(ﬁ
sfsa = psa_reglster:
REPE AT

IF sfsa".frame_descrictcr.cr_condition_flag Is set THEN.
estab lished_descripter %= head_condition_list}
REPEAT ‘
IF (established_descripntor~.established_boolesn = true) AND
{estabiished_descrirtorT.condition = condltior) THEN
establishea_descrictor [s fourd:
ELSE
established_descricter t= established_dascriptor™,
establishea_descriotor_stack$

IFENDS
UNTIL (estaclished_descriptor is foura) OR lestsblishad_descrigtor = nild)
IFENDS .

IF astablishecg_descricter lIs not found THEN
sfsa = sfsa~.psa_register_image;
IFEND ¢
UNTIL (establisted_cescriptcr Is found) OR
(s tack_seamentimax_user_rirc] has beer searched)
IF (estabilished_descriptor is found) THEN
{disestablish the established descriptor}
established_descriptor~.astablished_boolean 3= false’
pass statusinermzil};s
ELSE
pass status{abnormal - ro gescriotor founal};
IFENDS
PROCESS_END 1

O
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pmogestablish_conditior_harcler 3 PROCESS 5.2.1 =

{ensure establish_cescrircter is in caller's stack_frarad}

sfsa 3= psa_register)

IF (estabtished_descriptor < sfsa~,dsp_reglster_Iimage) AND
(establ ishec_desriptor > sfsa~.csf_reglster_image) THEN
disable trap interrupts{te_register.tefl?

{stack the established_cascriptor on established_ccrdtion_stack)
IF (sfsa".frame_descriptor.on_condition_flag is sst) THEN
estab ! ished_descriptor~.established_descriptor_stack 3=
heac_conditicr_ljist}
ELSE
estabilshed_descriptor®.established_descriptor_stack $= nil}
IFENDS
read_corditior_list 3= astablished_dascriptor}
established_descriotor~.ccrditior 1= conrditions
es tabiished_descriptor~.established_boolean 2= trues
enable trap interrupts{te_register.tefl}?
pass status{normal}:

ELSE
pass status{atnrormal - gescriptor not caller®s stack framel;

IFEND?

PRCCESS_ENDS1

pmosget_queue_limits % PRCCESS S5,3.4 =

‘jheue_timifs 2= queue_nare_tabla.maximum_queues_per_job +
queue_nsre_tsble.maximum_connrectiors_rar_queue
aueue_nz2me_tzble.maximum_queued_iters;

pass aqueue_limits?

PRCCESS_ENDS1

Cont'd =
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nmeiremnye_Queue-3-PROCESS-5+434102-F------- . -
et caller_id_ring_nrumbar frer x0 ftefts
set aquaue_name_table_1lock;
qla 3= 0%
REPEAT
IF (aqueua_name_table.aueve_cefirition{gidl.deflned_bootear = true) AND
(queue_name = gueue_nzre_tablesqueue_definitiorlgidl.queue_namre) THEN
queue_rame (s In queaue_rame_tables
EL SE
qid t= aid + 13
IF ENDS
UNTIL (queue_name [s in gueve_nare_table) OR {ald = cueue_name_tatle.
ma ximum_aueues_per_job),
IF queue_rame s in aueue_rame_table THEN
IF (catler_id_rirg_number <= queue_name_table.queue_definitionlaidl.
removali_bracket) THEN
IF aqueue_cortrol_table.queue_cantrol_blocklaldl.queue_ccnnecteo_tasks
is emoty THEN
IF queue_control_tablesqueue_control_blocklaidlemessage_queue
Is emcty THEN
{remove the aueue cefinition}
queue_name_table,queve_definitionlqgidlscefirea_boolean &= false’
clear guaue_name_tasble_locks
pass status{normatl?
ELSE |
clear gueue_name_tztlie_lock;
set status abnormzai{there messages enqueuect;
pass status;s
IFENDS
ELSE
clear queue_name_tzble_locks
set status abnormal{tesks are still connectec tc aqueuel}
pass status)
IFEND s
ELSE
clea queue_name_table_lcck? .
set status abnormal{csller cannot remove this gueive - callers rirg
Cis > removal bracketl;
pass status:?
IFEND;S
ELSE .
¢l ear quaue_nsme_tabla_lock?
set status abnormal{nc such aueue definedl};
pass status?
IFENDS
PRCCESS_ENDS1
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pmp$status_queue ¢ PRCOCESS 5,24243 =
IF {aid <= queue_namre_tablesrzximrum_queues_ver_job) THEN
IF (queue_name_tatliesqueve_caefinition{aldl.defined_bootlear = true) THEN
number_connected_tasks t= numrber of queue_connected_task In
queue_control_t3blesqueue_control_blocklgldl.aqueue_cornacted_tasks$
number_queued_messages = number of message_blocks in
queue_control_table_cueue_control_blockIgidl.message_queue;
number_waiting_taskss $= number of waltlng_tasks in
queve_control_table_cueue_cortrol_blockigidleaueue_wait_tists
. pass status_gueue_rasporse{number_connected_tasks & numter_queiLed_[tems}}
pass status{rormall}?
EL SE
sat ststus abnecrmalfouevel{gia) not deflned}?
pass status:?
IFENDS
ELSE
set status abrormal{ilieagsl qid};
pass status?
IFEND3S
PRCCESS_ENDS1
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nurber_defired_cueues = 0
FOR qid t= 0 TO qgqueue_name_tacle.maximum_queues_per_jcb - 1 DO
IF queue_name_tablesqueue_cefinitiorn{qgidl.deflnad_tcolean = trua THEN
number_de fined_queues $= number_defined_queues + 12
IFENDS
FOREND?
pass number_defirec_quaues?
PRCCESS_ENDS1 :
pmp$test_condition_handlar ¢ PRCCESS S5e2.4e2 =
{test_sfsa_pointer points tc a dummy stack_frame_save_area suoplied by}
{the catler.}
test_stsa_pointer~.psa_register_im2ge %= psa_ragistar?
tocal_condition_anvironment ¢= condition_to_test # ccndjtjion_info ¢
test_sfsa_pointer?
pass local_conrnditicrn_envircrrent;
PRCCESS_END 1
ready_walting_tasks 3 PROCESS S.24341.3 =
WHILE (there are waiting_tasks in queue_control_tables.queue_contrcl_blockliaqldl,
queue_wazit_listy DO
issue task_status_charce{rezady, queue_control_table.
queue_control_blocklaiclequeue_walit_list};
delate the waiting_task frgm the queue_control_tsties.
queue_control _blocklaidlequeue_wait_1Hist?
WHILENDS
clear queue_control_block{aicleguaue_ccntrol_blceck_tlcck?
PRCCESS_ETND?1
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reestablish_trapped_environment 3 PRCCESS 5.2¢3.,2 =
IF status s normat THEN

IF (wait_activity_listlexecutirg_task_lde.local_task_I1d]l is emcty) THEN
enabl e trap interrrupts{te_register.tef}
issue task_status_chancelwait}?

EL SE
sat trap anable ceiay 3arc trap enabie flip-flog in te_register?

IFENDS

ESLE

issue terminate_xtask_request{executing_task_Iild ¢+ statusl))

IF termirate_xtask_response = establish_defarred_&axit THEN
{establish a ring atarm fcr deferred exit}
executing_ring_rumber $¢= p_register.ring_number;
deferraed_exits.ring_rurkter 3= axecuting_ring_nurbers’
set established_rinqg_alramslexecuting_rirg_rumbar] 2= truej
{find the last stack_frame_save_area in this stack_segment}
sfsa 2= trarped_sfsz}

WHILE sfsa“.psa_reglister_image.rirg_number = exacuting_ring_nurber DC
sfsa = sfsa~.osa_reclister_lmage?’

WHILENDS

{set the critical_frame_fl3g in the last sfsa of the stack_segmant}

sfsa~ <. frame_descriptor.critical_frame_flag?

IFENDS
set trap enable delay ard trap enable flip=-flop in te_register?

IFEND?
PROCESS_END 31
route_signals ¢ PROCESS 5¢2.244+4 =
WHILE the sigral_buffer (s rct empty 0O

deqgueua a signal! from the signal_buffer)

CASE signat.signal_identifler OF

=terminate_sligrali_id=

pass termlnate_envirorrert{sigral ¢ tracped_sfsa}ls
=caltend_sianal_ig=
pass callend_environment{signal + trappad_sfsal}}
=condition_signal_ld=
pass congitior_signal_ervironisignai ¢+ trapped_sfsal};
CASEND;S _
WHILENDS
PROCESS_END 51

Ctd
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route_traps % PROCESS- 54243314 7-F -~
trapped_sfsa t= psa_register)
traps 3= (trapped_sfsa™.user_condition_register imsgce AND
trapped_sfsAa” .user_mask);
{traps is equivalent to secondary_conditions}
WHILE traps Is not emoty OC
IF (process_interval_tirer Is In traps) TREN
fraps 2= traps X0OR process_intarval_timer}
pass pit_environment{trapned_sfsal}}
IFENDS
IF (free_ftag is in tracs) THEN
traps ®= traps XOR free_flag$
pass free_flag_environrent{trapped_sfss};
IFEND S
IF (critical_frame_flzsg is in traps) THEN
traps $= treps XOR critical_frame_flag;
pass cff_environment{tracped_sfsal}}
IFENDS
IF (debug is In traops) THEN
traps $= trasecs XOR debug?
pass debug_ erv;ronmert{frapped sfsals
IFENDS
IF (keypoint is in traps) THEN
traps %= trsps XOR keypoirt$
IFENDS
FOR other_seccrdary_ccnrciticn t= privilaeged_ ithPLCTLOH fault TC
invat id_bdo_dats 0O
IF (other_secondary_concltxon Is in traons) THEN
traps 3= trapgs XOR otrer_secendary_condition;
pass other_trap_ envsrcrwenffofher _secordary_conditlion + tracped_sfsals
IFEND S
FORENDS
WHIL END?S
PROCESS_END 31
set_task_disposition ¥ PRCCESS S5e2e4e3.5 =
IF status is not normal THEN
Issue terminate_xtask_reguest{status}:
IF terminate_xtask_resreorse = establish_deferred_2xit THEN
{estabtish a ring atarn for defarred exit}
executing_ring_number 2= p_register.ring_number;
deferred_exite.ring_numter 3= executing_ring_numbter:?
set established_rinag_alramslexecuting_ring_numberl] = truej
{tind the last stack_frare_sava_area In this stack_segment}
sfsa $t= condition_sfssz}
WHILE sfsa".psa_reagister_imageesring_number = axscyuting_ring_runber 00
sfsa 1= sfsa“.psa_rzacister_image;
WHILENDS
{set the critlcal_frare_flag In the 13st sfsa of the stack_segment}
sfsa™ . frame_descriotor.critical_frame_flag}
IFENDS
IFENDS

FGCES S_END 31

Cont'd —
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syp3cause_corciticr 3 PROCESS 5.2.543 =
get the execution_controf_blcck 2gdress of the destiratlion_task_1la
from the primary_task_Ilist?
get the siagnal_buf fer address of tha destination_task_id from the
primary_task_1list}
form 3 conditior_sional frcm condition, destinatior_task_Iidy and
source_task_iaq;s
enqueue the condition_slgnsl on the signal_buffar)
{leeesy pass the condition_sicgnald
set the free_flsg In the exchange_package of tha execution_control_block?$
lssue task_status_changza{cestinatlion_task_idy ready}}
PRCCESS_END 1
system_default_disposers ¢ PRCCESS 5¢2¢3¢6el =
{ceneral process orly - system default disposers ar2 not comoletely}
{det inad for all conditicrs} - .. . .. ... - :
CASE condltion CF
=primary_conditionss secaondary_conditions=
set status to abnormal with the appropriate status conditian incicstor
sets
=access_method_conditicn=
NQOP or set stztus to strormal with the sppropriate status conditior
indicator sat
=job_resource_cordition= _
set status tc abnorma! with the aopropriate status condlition incicator
sets
=segmen t_access_conditior=
set status to abnormal with the 3opropriate status condition incicator
sets
CASENDS
cass trapped_state{trappea_sfsa + status};
{abnormal status will c3use the task to terminatel) !
PRCCESS_ENDS1
system_default_disposers 3 FRCCESS S5elelte3el =
{generat grocess orly - system default disposers ar=2 not comoletelyl}
{def ined for all conditiaorsy
CASE conditior CF
=access_method_condition=
NOP or set status to abnermal with the approoriate status condition
indicator set}
=job_rasource_conrditior=
set status to abnormsl with the approoriate status condition indicator
sat)
CASEND3
rass condition_state{conditior_sfs3s # status);
{abnormal status will csuse the task to terminatel
PRCCESS_EZND 31

=

Cont'Q —0
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O

valldate_queue_access ¢ PRCCESS 54343elel =
get caller_ld_ring_rumber from x0 left}$
IF (ald € queue_name_table.raximum_queues_per_{asb) THEN
IF (queue_nzame_tablesaueue_cefinitionsl{gidledefinred_booiean = true) THEN
IF (catller_ld_ring_numkter <= queue_name_table.aqueue_definitionlaidla.
usage_bracket) THEN ;
set aueue_control_block{gialegueue_control_block_1lock3
IF (executing_task_ic{cueue_connected_task} Is In
queue_control_tablesaueue_control_blocklaiclecueue_connected_tasks)
THEN
IF (number of messsge_blocks In queue_control_table.
qQuaue_control_bilccklgidlemessage_aueue <>
queue_name_table.maximum_items_cer_queue) THEN
pass caller_ld_rilnc_numbers
pass status{normal}’
ELSE
clear queue_ccrtrol_block[aidl.aueua_control_block_lock?
set status abrorrsi{maximum messages excecded}’
pass status?
TIFEND?
ELSE
clear gueue_control_tlock{gidlsqueue_control_block_lock}
set status abnorrzi{task is not cornected tc thls queuelaid)}:
- pass status;

IFENDS
C e
set status atnrormsi{caller cannot send to gueue - executing ring}

{rumber > usaqge tracketl}} )
pass status;
IFEND ¢
EL SE
set status abtnormal{couevelqid) is rot definedl};
pass status?’
IFENDS
ELSE e -
set status abnormal{aid is Itlegal};
pass status?
IFENDS
PRCCESS_ENDS1

Coid'd —
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vallidate_queue_access ¢ PRCCESS 543034261 =
cat caller_id_rirg_rumber frcm x0 left;
IF (qgid < queue_rame_table,raximum_queues_per_job) THEN
IF (queue_name_tables.quste_caefinitions{glaledefinad_bootlean = true) THEN
IF (caller_id_ring_numtcer <= queue_name_tableesqueue_definltion{qidle
usage_bracket) THEN .
set aueue_cortrol_blecklgidl.queue_controi_blcck_lock}
IF (executing_task_Ilc{queue_connectea_task} is in
queue_control_table .queue_control_blockl{alidl.queue_connected_tasks)
THEN
pass ald}
pass status{normzl}?
ELSE
clear queue_control_tlocklgidlegueue_contral_block_lock;
set status abnormal{task Is not comnnected to thls queuel{gid)}?
pass status?
IFENDS
ELSE
set status abnormal{czlier cannot serd to queue = executing ring}
{number > usaga briackat}s
pass status)
IFENDS
EL SE ;
set status sbnormal{queuelqid) is not defined};
pass status)
IFENDS
ELSE
set status zbnormallaic Is illegalil}? N
pass status)
IFENDS
PROCESS_END 1
verify_signal_destination ¢ PRCCESS 5424542 =
IF destination_task_Id Is ir tha primary_task_Il1lst THEN
transform the corndition_sicral into a pass_conditior_to_task_rec?
{destinatior_task_Iid + scurce_task_1d + conditior?
pass statusinormall?
pass pass_condition_to_task_req)
ELSE
pass status{abnormatl - Invalid destination_task_icl}}
IFENDS
PROCESS_END S
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ouT 79/02/26. 0842440,

advise_in_request ¢ FLOW
= process_virtual_address
+ length;
advise_out;request H FLOH'
= process_virtual_address
+ length
+ (nait
! nowait)s
asslign_page_request 3 FLOW
= free_page_request;
change_segment_access_request 3 FLOW
= process_virtual_address
+ segment_attributes;
change_segment_length_request ¢ FLOW
=‘orocess_vir?ual_address
+ maximum_segment_{iength}
create_segment_request 3 FLCh
= segment_attribute
+ segment_numbar
+ segment_length}
delete_segment_request 2 FLOW
= process_virtual_address?
evict_segment_resources_reqguest 8 FLOW
= process_virtual_address’
existing_page 3 FLOW
= memory_descrictor;
free_page_reauest ¢ FLOW

= process_virtual_address



T T T T T S e e e M A M Ve il Nttt o ik P s i U e

4) ouT 79/02/26, 08.42.40a

m + langths

fock_page_request t FLOW
= free_page_request!
b memory_descriptor 3 FLOW

= system_virtual_address

) + taskid
) +‘number_of_pages§
. nen_page t FLOW
= memory_descriptors
page_descriptor & FLOW
= system_virtual_sddress

+ taskid

+ page_frame_table_Index}

V-mvwvlw.h w7 PR

3 mge_f rame_table 2 FILE
i

) = <page_age

+ page_offsets

) + page_table_index
+ active_1io_count
) + time_stamp
? 4 queued_taskid
% + queue_type
? + running_job_ordinal>}
i page_Iid ¢ FILF
; = active_sagment_id
)

page_table 3 FILE
E)
= <page_1id
} + physical_addrass

+ [valid}

3-177
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ouT 79/02/72€., 08.,42.40.

+ {continuel 0
+ (usedl
+ (modlfiedl>}
process_virtual_address 3 FLOW
= ring_number
+ segment_number
+ byte_offset?
queue_type ¢ FILE
= {free
! available_modified
| shared_working_set
! wired
$ ayaltab!e
{ Job_working_set); . 0’
| segment_attributes 3 FLOW . ]
= tbd “gives information recuired to set up a segment descriptor entry™$
sagment_descriptor_table 3 FILE
= <{wired]}
+ [sharedl
+ [stack)
+ (sequentiail
+ [cache_by_pass]
+ {read]
+ (write]
+ [binaryl
+ {executel
+ (local_keayl | 0

+ [(global_keyl




)|
i

9

)m + tite_1id

+ active_segment_id>}$

ourt 79/02/2€. 08eU2s40e

) secment_number 3 FLOW
= 0o o40953
status_segment_reaquest ¢ FLONW

) = process_virtusl_address}

) status_segment_response 3 FLCW
= maximum_sagment_tength

+ current_segment_{length

+ segment_afttributes)

swap_physical_request 3 FLOCOW

- -“.v e — -

= running_Job_1d}$
1 .
) swap_physical_response 3 FLOW
(mh <real_memory_address

) + system_virtual _sddress>

+ working_set_sizes
swap_working_set_request 3 FLGCW
= running_Jjob_1id}
unlock_page 2 FLOMW

= free_page_request?

B ..“”&WW%M N g
.

W

T
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MSGCOMM 79/702/26¢ 1442204,

dministrative_msg ¢ FLOW
‘S@ = ((pf_descriptor + startjob_msg_type) | stopjob_msj_typed}
administrative_query 3 FLOW
= message_application_name + exac_application_name
+ message_response_pointer;
admini strative_reply 2 FLOW
= startjob_replys
administrative_update ¢ FLOW ‘
= user_walting_to_receive + user_waiting_to_send + startjob_sent
+ walting_to_sand_startjob ¢ receive_buffer_location
+ receive_buffer_length;
check_data_query 3 FLOW
= message_aoplication_name + connected_appiicatlon_name}
check_data_update & FLOW
= uyser_walting_to_receive * receive_puffer_tocation
+ receive_buffer_length}
conneac ted_application_name : FLOW
= system_name { name of one "user" correspondant task };
gxac_apolication_name ¢ FLOW
= pre_defined_name { name of message communication axec on 170 }3
massage_appilcation_name 3 FLOW
= gystem_name { name of ona "“user'" correspondant task };
massage_communication_reqg % FLOW
= {(startjob_req { stopjob_rea | status_req | user_rzaceive_req
i user_sand_req)}
message_communication_resp 3 FLOW
= (startjob_resp ! stopjob_resp | status_resp | user_receive_rasp
{ user_send_resp);
message_response_pointer 3 FLOW
=
message_tablie ¢ FILES
= message_aoplication_name ¢+ connected_3oplication_name
+ exec_application_name { canned name }
message_response_pointer + user_waiting_to_receive
usar_walting_to_send % startjob_sent
waiting_to_send_stopjob + receive_data_avallabla
{{recelve_buffer_location + recelve_buffer_length)
| (send_buffer_location + send_buffer_length))
¢+ receive_tist;
receive_data_avaliable ¢ ELEMENT
= trye § failse’
racelve_data_query ¢ FLOW
= message_3opllicatlon_name ¢ connected_apolication_name

-+t

+ user_walting_to_receive ¢ startjob_sent * recelive_buffer_location

+ recelve_buffer_lengths
racejve_data_update 2 FLOW
= recelve_data_availables
receive_message_buffer 3 FILE
= administrative_reply;
send_data_guery ¢ FLOW
= message_aoplication_name # connected_application_name
+ message_response_pointer?
end_data_update 3 FLOW
= user_waltinag_to_send + send_buffer_location
+ send_buffer_Jlength;
send_maessage_buffer 8 FILE
= 0 <administrative_msg> 23
startjob_query ¢ FLOW

3-133




MSGCOMM 79702726+ 14422404,

= message_application_name + message_response_polinters?
startjob_repty t FLOW

= connected_application_name;
startjob_req 3 FLOW

= pf_descriptor?
startjob_resp ¢ FLOW

= return_status C tbd 13
startjob_sent ¢ ELEMENT

= trye | false?
startjob_update t fFLOW

= connected_application_name #+ startjob_sent?$
status_area % FILE

= status_informations
status_information 3 FLOW

= ¢170_Job_signed_on + data_to_receive # ok_to_send?’
status_query t FLOW

= message_application_name + connected_3pplication_nrame?
status_req ¢ FLOW

= status_area_Jlocation}
status_req_resp ¢t FLOW

= (status_req § status_resp);
status_resp t FLOW

= status_Iinformation ¢ return_status { tbd 33}
stopjob_reaq ¢ FLOW

= { ndo data }

stopjob_req_resp 3 FLOW

= (stopjob_req { stopjob_resp)}
stopjob_resp ¢ FLOW

= retuyrn_status { tbd 133
transfer_count $ ELEMENT
- *
user_receive_query 3 FLOW

= message_response_pointer)
user_receive_reqg t FLOW

= recalve_buffer_focation + recelve_buffer_length?
user_receive_resp 3 FLOW

= message_length + transfer_count + message ¢ raeturn_status { tbd
user_send_req ! FLOW

= send_buffer_location + send_buffer_length?’
usar_send_req_resp ¢t FLOW

= (user_send_reqg { user_send_respl)?
user_send_resp 3 FLOW

= return_status { tbd 13
user_walting_to_recalive 3 ELEMENT

= trua § false$
Jdyser_walting_to_send 38 ELEMENT

= trya ! false?
walting_to_send_startjob ¢ ELEMENT

= true { false)

3-18¢
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o

access_control_infc ¢ FLOW

=-altlcuad us3as_vcge+ sliowad shara modes
- T T e T -— —-— T T A T

access_status ¢ FLCW

= {vs3lid_3ccess—tinvalld_passwordtinvaltlo_user

{ invalid_usage)s

aocount idan:ific‘i’i’"‘ 2 ELAu

= 3ccount_rame?

AvGironranst o 1 AL
AR eRT—T+FtoW

= family_rame + 3ccount_name + project_nzme + user_rarmes

i

y . m i
———————-—a-G—GO-H-Q—t—L—M—-f-S_ a

= family_nrame

aQC““h'inﬂ—“San s El oW
¥ —4 er

= yser_nzme}

= acccecunt_project_request

= acc;un?_ldegfiflca?ion + project_identification?

¢
«Q
[¢ 1]

———— 3 owed—usage—m

= usage_moaes

H-terpate—gceess—t
ICIA R S -

1
- E ™Y
3lternate_acc + alternate_accass_account

&
+ + alternats_zccess_share_nrode
b ] .
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alterrata_3ccess_usaga_mode
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alterrnate_access_statistics * FLOW

= —atermnateaccesstatetive—+—atternatesccess—count
e - SS_CTU™

+ 3l ternate_accass_last_cycla)
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bulid_new_catatlog_ertry ¢ PROCESS 8¢3¢2e3s =

CASE pt raguast_tyre OF
=attachy getypurge=
If cataleg ststis = Tissing catatog THEN

fila_status 3= missing_flle.
ELSE

IF cycle_stztus = missina_ cycle THEN

flle status 1= missing cycla,

fila_stairs 2= _good . sigtus

IF pf_request_type = purge THEN

ELSE
Send rew r-_:?a]og_egtpq‘ {orred 1pem g:d_cat‘a'gg-ertp\’a'
IFEND.
IEEND,
IFEND.

=gefinasgaveesrerlsces
IF catalog_status = missirg_catalog THEN

ftilg 533115 $= cood status

Send new_cstalcg_entry formed from gererated_catalog_entry

and-ngu_cvele dasceinstor

ELSE

file_s;afus t= qood_s?é?us.

~ dl!\ﬂ
4

Sa

rew cycle cescrxofor to oid c:falog_ ntry.

1L SE
IF pf_reauest_type = replaca THEN

fite_status—t= good_statusy

Send raw_catalog_entry formed from partial_catslca

and ypcatad cvela
A o-o-a+2-G—-CY¥ -

IFEND.

I E&NAD
T o Uy

IFEND.

CASEND
S aan-a—mas-g

PROCESS_END?

1 am ! ]
> =L L 3 14 A AR =
selecteqg_family $¢= requester_ famliy.
ELS£
‘:ﬁ seltected_tamily t= requested_family.,
: ‘[C’{EMD_

If reauested_user = NULL THEN
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O

selected_user 1= requester_user,
ELSE

selectea_user 2= reauested_user,
‘I!—'EMH

IF requested_catzlicec = NULL THEN

cal A = - a
A @

ELSE B B -

IFEND.

IEraguastad—

-~
<

oot [l
setected_s=2t = cafault_set.

ELSE

T

selected_set t= requested_set.
TEEND

PRCCESS_ENC?S

-

Issue us €r_ 1denflfxc=txon raques?.

ngnn;es*ep :am| lu 2= taml|u lgEa*ltleafln
pree o+

requester_user %= user_ldentification.
Issua—acocunt _oriject _raguest.

requester_acccunt != account_identificaticn,
"A"Hes4an—9F0+4€4—4=—9F6+ee&—+dé#444+€6$‘f?

PROCESS_END?

_—___..e.a..t..a.l_g.g_..e-\‘ﬁu LI = WA M)
—ER y

= owner_ldentificstion ¢+ pf_name + passwcrd
- 33g§1ﬁ€:§4+t€++eﬁ—+—eWﬂeF—€€€f€€%€€%

+ [<aiternate_access_control>] + <cyctla

_descriptor>?

A ok Bl W]
-

key to 3llonWw random 3access to a c3talog ertryl}

cstalog_result ¢ FLOW

- = - - V.X 2 VA
S v

= - - Y a— N 7

catatlog_set_request ¢ FLOW
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change descriptor 2 FLCUW
= new_pf_rame % npaw_cycle_number & new_password}

copy_file palr 2 FLCHW

= source_file + destination_file?

creatior gtatus 2 FLOW

= (good_cycle | dupclicate_cycle | missing_cycle):

cyurrent date_tize 2 FLOW
= date + time}

cycle allocitior _dascriptor 2 FLOW

= fx!e medium_cescriptor;

ryc e_ attsch Si‘il's T ELOu

= reac_ coun? + aprend_count & modify_count + execute_court
+ u”nie cg”q: 4+ exe'”s'“g ”SQ flan'

cycta_descriptor * FLCW

=.cyclag rumbar + cycla statigtics 4+ ryrlg_cmm:g_ariﬁd
+ cycle_allocetior_descriotor + cycte_attach_status’

cycla_statistics  FLCUW
= cycle_crzaticn_cate_tim2
+ r\y/{-la m cqiiic-:ica da3ta *ima s G!‘Gli_assaSE_da:a_*im
+ cycle_access_ccunt)

rissina_cycle | busy_cycli=)]

——  date_tive_reodest—tFLGN
= prograr_request$
2 a—3—FL0W

= program_response
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— Sepmanent File Data Dictiocazey
default_set ¢ FLCW
=.sat_namas

destiratior_file * FLOW

= logal_¢tile_nare

determire_3access_st3atus ¢ PROCESS B.3«1.2.
£ (us3ge_statis = valid usagel AND Loassuerd_status =

valid_passworc) THEN
access—status 3= valid accessy
ELSE

I usage-—status—=—javatid—user-—THEN

access_status 8= irvalid_user.

£l S °
IF password_ststus = invalld_password THEN
I 555 tatuvs—dF—invatid—eass5word
ELSE
IFEND. - .
IEEND,
TFEND.
PROCESSENDS D
device_reqguest ? FLCh
= loc- H = le -

environment ¢ FLCW
= accounting—oRvirchrment & date 4 tima » gefzult set

+ default_é;falcg:

h B

est+abtish—ftile_seecess 3+ PREEESS B Ivlv—=
Issue raturn_request_response with raquestec_local_files
AT ot "W ol =g
A~ A ™ 2 ey uv-v i3 ] — - L
=qget=
—}-= Sy-Hee—r< = i 4o a2
Put file_mediur_cescriptor in file_medium_table using
Issue copy_file_rsir using temporary_flle_name 3s the
seur-c—fH-te—sre—reguested—toecal—ftite —=s—the-destinatior

file.'
IS S5de—PetaPRoPiaueStoPresporse—nwith—terporery—tHte-nare
= - — — - i p— " — e ¥
=3ttach=
At o—meaiuf— . fr—fite— fame \ ;
savec_file_mecium and requested_lceccal_tila,

Lol LS =l
L=
CASENC.,
nRAnESe Znne
AROCESS—alO
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e\lirf_flla 2 PRLLFESS 8.2 .6 =

IF ((pf_request_tyce = raplace) OR (pf_reauest_type = purge))
THEN

Issue FAT_deleticr_request_resporse withr FAT,
IFEND., i

PROCESS_END:

axtract accegs contregl info o PRACESS 8.3 .1 .4 =

IF (reguester_user = owner_user) AND (reqguester_fzamily =
ounar_family) THEN

allowad_usage_rode 1= owner_usaga_mode.

ELSE - - - -
FOR pach slternats access conteal OF Q]c_cazalgg_egfrv

OC UNTIL MATCH
INULL flelos cf alternate access corntrol matech anythingd

MATCH 2=

{altern3ts 3ccess _famlly = roquestec family) AND
(alfternats_access_3account = reauestnr accourt) AND
(31ternata_sccass prolsct = rogquastsr_prolact) ANC

(alternate_2ccess_user = requester_user),
FOREND

0 IF MATCH THEN

SELECTED él;nrrafe access con?rol.
allowac _shars ocdetx S5lterrate _3050835-—share_noda—0F

SELECTED =zltern3ate_access_control.,
ELSE

access_control_info $= NULL.
IFEND.

IFEND.

IF requesfed cycle = cycle_ numbnr THE
old_cyole—descriptor 2= SELECTIED ov o l3- oo Soriitor.

partial_catslog = old_catalog_entry - SELECTED
cycle_deseristors
IFEND.
EQREND
PROCESS_ENDS
‘ < 4 P2ROCESS B+ I+ 2viv—=
saved_file_medium %= cycle_allocation_descriptor CF

otd—erete_daseriptors

‘MD purce_fllae_medium 2= cycle_allocatlon_descriotor CF

old ocvcle dcdecscrictor
9 — Ll - — - St

partial_cycle_descrlipter 3= old_cycle_dascriptor -
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vcle_allocation_descriotor OF old_cyclza_cescriptor.,

PROCESS_ENQ:

family_identificaticn ¢ FLOW

= family rama?

fat_deletion_request t FLCW

— fa: 33'3:‘03 :sq“ast oo-dig—=i P58 fa#

Cdroo space described by the purge_fatl?

——titeinfo_reguast 1 FLOW
— —ra ¢ FLOW

= file_info_requast_code + local_file_nama;

=

rssporse—3 FLOW
irfo_status ¢ file_info_set}$

!a infn sat -2 ELCW
= set name.

e—status—4—FLCHW

= (gogod_status | missirng_file ! missing_cycle
3 AR | Aea¢e e\!'el“‘.
¥ A A 2R B 3 - LI A

generate_ca3atalog_entry ¢ PROCESS 8.3¢2.1¢ =
3 a i = d—famitys
generated_set 1= selected_set.,

- LAaa
gererated_user != selected_user,
genoprated_pt—rare—t=—setected—of_Aame
gener3ated_passworc = requested_p2assworde.

~

qenerastec_us3ige_mrcce 2= wrlte,

gemer-ate-g—Share—roce—3=—nri-tes
generated_accaess_geste_time 1= current_date_ time.

geparatag—aeee sSSP t—t=—0-y

genersted_{last_cycle accessed 3= 0,

DDH(“L‘CS orne

-1y ¥

genarated_access_count ! FLOW

- D PPN
——3CCeeS—eounty
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———  gengrated access_date ¢ime 2 FLOW

= owner_accass_date_time;

generated catslog ertry 2 Fi QW

= generatea_family ¢+ generited_set

rerafed_of_rane + qenerafed_oassword

enera?ed share mode + aﬁnerafed lest_sccess_data
QQQCBtGd !ccQSS data tlma + geaena’ad ’Egt c¥c|a acc@ssed'

e + [+ + |+
20 bm

genercsted_cataloc_rare ¢ FLOW
=_catzlag pamal

generatea_family ¢ FLCW

- . H L4
= famjly ramel

generated_last_accass_time 2 FLCW
= timel

generated_last_cycle_sccessed ¢ FLOW

= cycle_nunbars z
Y = >

generated_loaging_selection t FLOW

= i ction?
- e+

genergted_grassworgc ¢ FLOW

= cwaras
DoSSW

T NAY

generated_cf_name ¢ FLOW

d - *
pt—rsme

T -—

genarited_set t FLCW

= sat namgel
o+ _F -y

generated_share_mcde ¢ FLOW

=—share_fFodes
PEuRLLEC A" B2 J

ﬁ gererated_usage_moce ¥ FLOW

=l aal
-ty — ooy
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= usaer_name?

————————9é#é#44e:444G:S464ﬁ5—4—929é§$§—3737313r¥r—=
{This orccess is rot used.}
CASE pf raguast type OF
=attachy,getyourge=
‘!"C 33*3'09 5*?*"5 - mlssipg ea#'a’e'-; YL!J:L
file_status t= rmissira_file.
ELSE
IF cycle_status = missirg_cycle THEN
fite_status—t=missina_cystey
ELSE
fito—statye—t=—good—stotusy
IFEND.
=defireysave=
IC lln - -

good cycle)) THEN - ) -

fite_status &= cood_status.
CASEND,

PROCESS_END?

gaparate_pen_Cyrcte—PRICESS 8+ 3+ 2+6+—=
WITH new_cycle_cascriptor DO
Syeta—purbar 2= raguestad_syclo—Purber.
cycle_creaticr_date_time 3= current_data_timee.

cycle_zccass_date_time = current_date_tire.
cyete_eecesSs—ceunt—+=F0~

cycle_retention_pariod t= r2quested_retaention_oerliod.

-
= - H - . 'R
r 3

WITH Eycie_atfac;_sTafus Do

.
A

p4—ea-ant—t=—L~
append_court = (.,

ne,u v ot 2= N
TTO STV Y T 1

executa_court = 4,
nF-it-e—eour-t—3t=1O0y
exclusive_use_fiag t= false,
WITEND
LB IR AM" A R"A J
WITHEND,

RPRAOACCCC DAL e
LESEASA A eap sy Jre Jummpeny & 3 S22

tocal_file_medium 3% FLCW
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= file_meaium_dgescriotor}

’Qgging sploctinn 3 EILCW
= (tog §{ rolog)?

_—  new c3t3l00 entry ¢ FOW

= catalog_entry?

——— nan cycle_cescripteor 2 FLOW

= cycle_descriptors

ne C¥c|a pumhoeer S E} OW

= cycle_number:

Nnew password 2 FLCh

= passwords$

. . S FLCW
= pf_rame?

obt=ain Jmal tils 2 ﬂQﬁP?QQ 8 35 — -

CASE pf_ request type OF
=savayraplaca=

Issue device_request with temporary_fila_name anrd

selacted_set ot pf _selactors

Issua copy_fila_pzir usino reaquestea_Ilccali_file 3s
soursa—title—3ri—temporary—file_nare—ss—cestinsticon_+tiler

Extract flle madxum _descriptor for temporary_ filn_name
745 - . P

Issue refurn_reques? using femnorary_fﬂle_name.
=deatine=

Issue file_info_request usinag reauested_loccal_file.
IF tila _jnto_statys =not found—THEN

Issue davice_reouest with reguested_1lccal_file and
setactad_cet-cft-pf _salector.

Cxtract fxle meclum_gescriptor for requested_tlocal_fite
fnnm_4+Le_mA44um—4ab4eq—sea4+Aq—+4-ﬂs—+eea+—44te—#eé4&mA

ELSE
1‘: £11 = N

+——t -

xtract file_rediur descrlpfor for rpouested locai_flle

fram ‘ L i : H H
LA At Ho—H Q'G’H‘m‘—#—}- b "'-e-v —Sef "d‘*"'q__ ++—35

local_filte_medium,
=

m

1
s

[~
Issue rerare_regquest with new_name set to
tapporzsry_tila nare—angold_nr3Re set to

raguestec_Jlocal_file.
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o

Issue copy_flite_pair using temporary_file_name as

_— seourca_tile-andruaguested_local_tila3

destinzsticr_file.

LExtrget tila regium _dascriptor for-ragyastec—locaiti_tilae
from file_medium_table, serdinag it as

tocal_tlls madium
— -

o

IFEND. -
IFEND,

ELSE
CASEND

PROCESS_END?

_c3tztod_entry 1 FLOW
catalog_entry:

—
Lol o}

———DAnar aloess. contpol 2 FLCW

= Oowner_uSage_fmcce + owner_share_mocde
+-owner_3ecesestatistest

ownar_access_statistics ¢ FLOW

= “wne'_EGG&5%—Gé#é:4+$é—#—6%ﬁé¢:ﬁ$@é§5-CG
+ owner_access_Jlest_cycie’

-—-—-————-O—W-ae-ﬁ—-e—é—taln'.v 2 FILCW
— leg—3—FLC
= catslog_name}’
O DAL $am?l 1.4 9 =l Sl all ¥4
A" A BN I & =) _r:ru;‘ry - T ke N TV
= family_rame?

—_—— e nner—gSer e i Nl
P —udSef -t

user_nzme?

1

(i3]
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passworg_status $ FLCK
= {v=tid casswere | invalid passwordd $

permit_account 3 FLCk
=_acccunt_ramay

permit_descriotor % FLOW

= parcmit_fogmily ¢+ peemit _account + paermit projeact + ogenit _ysers
- - -— - L4

permit_family ¢ FLCHW
= famjly pramal

permit_rroject t FLOW

= project namel

permit_user 2 FLCW
= yser-AsTas

pf_descriptor ¢ FLCW

= pf ramg -+ cycla pLmbar + password. d fanlly nane—
+ user_r2me + cztzlog_name % set_name;

& FLGCh

= -

= togging_salecticr + retentlon_pericd ¢ sjize?

of oy .ae* I =5 R N

- NI B B~ B | T ROW

= pf_requast_type + racuasted_pf_descriptor

rogUe s.%egwm- a i — A
+ requested_retertion_period + reguesteac_size
3. hhanne dgseplgxgc Y pegm|$ deseplp*gp

+ requested_loczli_fliles

{ 3ttach 8 gat | save ! replace ! purge | chzrce
4

pf_selector ¢ FLCW
=—getlectedpf_r3ra—t-solectedfamily+selected_user

ﬁ : + selected_cataloc + selected_set?
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project_ldertificaticn ¢ FLOW
= projsct_namnay
purge file_mredlium 3t FLOW
= f;is=me4+um_Cescrip*crt

— ”ﬂ:ana £ o560 Gi—t—0-ld—nane—t—Row—paral

reaguested_catalog_nsre ¢ FLOW

= catsloc_prames
~ - — A

requested_cycle_nurber § FLOW
=-cyc le—pumbars

requested_family 3 FLCW
[ ]

{
=t 3mi-ly—rsnae

requaested_Ilccal_ftile ¢ FLOW

=toezt_ftite_ramas
loe= o _—r3ras

_logaing_selection 3 FLOW
ing—setectiers

reaquested_password ! FLCW

=B S-SWO-F-G3
P E

requested_pf_descriptor ¢ FLOW

4 4 - - — — ' ¥

+ reaquested_passwncrd + requested_famlly + requested_user

P - = ot
Al

"~ < Ty

reqguested_rf_nama2 * FLCW

L]
=—p-f—pamney

period ¢ FLOW

requested_retent
S—petention—o

™1 A" )

requested_set : FLCHW

=St —nafrey
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nt File Dats Dictinnzry
‘ 5 03/01/79

requested share moce 2 FLOW
= share_mode?

' regugcfed_“sagg_cg:rrlg+nrj: ELOW

T requestad_usage_mccde & reaguested_share_mcce
+ requested wait selaoctions

recuestec_usage_maca ¢ FLOW

-l an modcdal
q8_ y

raquested_user ¢ FLCKW
= usar nzmel

requested_wait_selection ¢ FLOW
= w3it salections

requester_account ¢ FLOW

= aﬁrﬁnn#v nama
ooty

o

reauester_family t FLCW

= $amilv n=ma? -

reauester_jdentification ¢ FLCHW
=-raguester_tamily 4 ragyester_yser 4 raguestercaceourt

+ requester_project;

— paguester_—profect 3 —FLOW
- - - e T hd T - WY

= project_name?s

— raguester—usert ELLW

= user_name’

+ ¢ FLCh
= return_request_ccde + local_file_name;

s £

1
= fila_meaium_descr

L0
iptor}

Ga—t-EL LU

{2xclusiva | resc | 3ppena | modify |} execute | wrlte)s
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o

source_file ¢ FLCOW

=tossi—tite—ranars

update_cycle ? PROCESS 8¢3¢245. = ‘
Marga local_tite meclum anc—partlal cvecle descriptar

forming updsted_cycle,
PROCCESS ENDS

updated_cst3log_sentry ¢ FLOW
= carsisg_erntrys

usage_daescriptor ¢ FLCW

= Ysage—mode—+ share_mode—+walt_selectior?
HSa-Ga— — — retiord

usasge_mcde ¢ FLCW
alrasd i wejlte 3 LY 3 mgdity —eCistads

usaga_status ¢t FLCh

=—{vatHi a—} a)-?
user_ldentification ¢ FLOW
= SR -AgRey
user_jdentjificaticrn_resquest ¢ FLOW
s—y-ser—i-genti-fica-tich—reoguest_coday
user_ldantificaticr_rasponse 3 FLOW
=2 ; . S 2 L et e

validate_password ¢ PROCESS 8+34¢1s1. =
———— I pegyested_—Besswerd—=—-BasSnerd—tiate—ot
old_catalog_entry THEN
—p-35SHord_Statys— s -watid pasSwords
ELSE
N Y e = VL ¥ YVE S AT T E W1V 3%
IFEND.,
RREEESS—ENDT

validate_us3sge ? PROCESS B8:3e1e30 =

s aacano Ot 3l HIP W 3 S AT | h dE B Bl V]
B - - e N AT L= RO Y han B~ LA Al "B . B T Y

usaga_status = inpvallid_user.
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ELSE
IF (reauestad usace mods = allowed _usags_mode) ANC

{reauested_stsre_mcc2 = alloweg_share_mcde) THEN

usage_status t= valid usaqge.

ELSE
us — 1= 4 — .
IFEND.
JEEND .
PRCCESS_END;S
"'l__'l ¢ t ELOW

= {(walt | nowzit)?
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dspl_rea ¢ FLOW
ﬂ= receiver_application_name + sender_app!lication_name}
3addsp! _reaeq_resp 3 FLOW
= (addspl_req { addspi_resp);’
addspi _reso 8 FLOW
=z (normal | (abnormal + (too_many_permits ! Invalid_receiver_name_format
{ Invalid_sender_name_format | permitting_another_application)) s
application_name % FLOW ' '
= (pra_defined_name §| system_name)}$
application_name_tanle 3 FILE
= § <application_name
+ recelve_table_pojinter
¢+ permit_tlist_pointer> max_applications)
confirm_req ¢ FLOW
= sender_application_name # receiver_apolication_name;
confirm_req_resp 3 FLOW
= (confirm_regq | confirm_rasn);
confir~m_resp ¢ FLOW
= (normat | (abnormal + {confirming_for_another_application
! sender_not_parmitted | receiver_not_signed_on
! recelver_max_msgs_exceeded | prior_msg_not_reczived)))?
delispli_rea s FLOW
= receiver_application_name # sender_application_name;
delspl _req_reso § FLOW
= (delspl_req | delspl_resp)}
deispl_resp 3 FLOW
= (normat | (apbnormal + {(deleting_for_anothar_application
i ! invalid_receiver_name_format | invalid_sender_name_format))};
dynamic_system_buffer_location 3 ELEMENTY
= { indexy pointer, or something indlicating location of one message 3
b}
dynamic_system_butfer_pool % FILE
= { buncn of wired words to store "In transit" messages In }
L3
9
fetchri_req 8 FLOW
= receiver_application_name + [sender_application_name]
+ recelve_list_locations
fetchri_reg_reso % FLOW
, = (fetchri_raq { fetchri_resp);
fetchri_resp 3 FLOW
= ((normal + receive_list) | fabnormal + (fetching_for_another_application
! invalld_reciavar_name_format { invalid_sender_name_¢format)));
link_data ¢ FLOMW
= <message>;
memory_link_reg ¢ FLOW
= (signon_req | signoff_reg | addspoi_reaq { delspi_rag | confirm_req
! send_regq | fetchri_reaq | recelve_req)s
memory_tink_req_reso ¢ FLOW
= (memory_link_req { memory_Ilink_rasp});
memory _lirk_resp ¥ FLOW
= (slgnon_resp ! slignoftf_reso | addspl_resp ! delspli_resp | confirm_resp
{ serd_resp | fetchri_resp { receive_resp)}
rmit_list 3 FILE
p= 0 <sender_3apptication_nare> max_permits?
permit_list_pointer 3 ELEMENT
= { pointer to beginning of thread or fixed_size area for a 3}
€ particular recelver appolication }

ne

-e
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pre_defined_name t SLEMENT

= 1 <ascli> oscsname_slize { each pre_defined application has at least 0

{ one unique pre-defined name 33

priviteged_application ¢ FLOW

= {(170_system_appl icatlon | job_class € 180 privilieged task 3} )}
recejver_application_name % FLCW

= application_name;
recejver_message_area 3 FILE

= { recelver-onwned buffer }

*
*

recejiver_permnit_Jlist 3 FILE
= 0 <permit_list> max_appliications?
receliver_receive_table 3 FLOW
= 0 <recelve_table> max_applications?
receive_1list ¢ FLOW
= 0 <sender_appiication_name
+ sender_arbitrary_lnfo
+ recelve_table_index
+ message_length> max_messages;
recejve_message_area ¢ FILE
= { receiver-owned buffer 1}

[]
y

receive_req 3 FLOW
= receiver_apoiilcation_name + racejiva_table_index + receive_buffar_location
+ receive_buffer_length ¢ receive_signail_option}
receive_req_resp ¢ FLOW
= (receive_req | raeceive_resp)}
receive_resp 3 FLOW 0
= ((norma! + message_length + sender_arbltrary_Iinfo)
! (abnormal + (receiving_for_another_apolication
{ Invalld_receive_table_index ! message_too_large
! Invalid_buffer_tocation | invalid_signal_option)))}
receive_signal_option 3 FLOW
= (signal_sender { dont_signal_sender)}
receive_table ¢t FILE
= 0 <sender_appi{lication_name
+ sender_arbitrary_info
+ dynamic_system_buffer_location
+ message_tength
+ send_signal_opntion
+ receive_signal_option> max_messages)
racejve_table_index 3 FLOW
= { specifles exactliy which message this is ¥
9
receive_tabie_pointer 3 ELEMENT
= { pointer to beginning of thread or fixed-size ar2a for a }
< particular recelver application 3}

.
?

sender_anpl ication_name $ FLOW
= application_name;
sander _arbl trary_Info 3 ELEMENY
= 0.4256 { upper bound is really tbd }}
sender _message_area 3 FILE
= { sender=-owned buffer )} . 0

.
’

send_req ? FLOW
= sender_appiication_name ¢ receiver_application_name
+ sender_arbitrary_info + message_buffer_location + messaga_length
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()) + send_slignal_ootion}
nd_req_resp 3 FLOW
= (send_reqg ! send_resp)}
sand_resp 8 FLOW
= {normal ! (abnormal + (sending_for_another_aopilication
i sender_not_permitted ! receiver_nrot_sligned_on
{ receivar_max_msgs_exceedad | prior_msga_not_received)})?
send_s ignal_option ¢ FLOW .
= (signal_receiver | dont_slignal_receiver))
signal _to_receiver ¢ FLOW
= {"there Is a message waiting for you"}

°
h

signal _to_sender & FLOW
= {"the message you sent has been received"™}

°
’

signof f_req ¢ FLOW
= rec2iver_application_name;
signot f_req_resp t FLOW
= (signoff_req ! signoff_resp);
signof f_resp ¢ FLOW
= (normal | (abnormal + (signoff_for_another_applicsation
{ Invalid_zsopolication_name))d}
signon_req 3 FLOW
= [receiver_application_name] + [max_messagesl’
signon_req_resp ¢ FLOW
= (signon_req ! signon_resp);
ignon_resp 8% FLOW
= (normal ! (abrormal + (not_permitted_opredefinad_name
i not_permltted_max_messages | invalld_recelver_name_format
{ max_messages_too_1large))d;
system_name 8 FLOW
= (real_state_Jjob_Id | global_task_id)}$
validated_to_use_memory_IlIink 3 FLOW
= (170_user_can_use_017 { 180_user_can_calli_memory_Jlink)?
validation_info ¢ FLOW
= (valldated_to_use_memory_1link + privileged_apptication);
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4-132

Specificatign Note

The PMAF structured specification requires that certain procedure
linkages in an instrumented program be replaced by a linkage fo an
intercept procedure plus an index identifying the instrumented callee
procedure which is the actual destination of the call. This index

is used as a key to access a file which contains the Block_ID of the
block containing the procedure and the actual linkage to the instru-
mented callee. 3Since the mechanism required to manage the control
flows involved in this process do not appear in the structured spec-
ification+ one might be inclined to believe that some magic is necessary
to accomplish such a task. Top allay such fears. the following diagram
depicts a means of implementing such a transfer control mechanism. 1In
this implementation. the Instrumented_Callee_tist is packaged as a
binding section of the instrumented progranm.
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Active_3lock_Stack ¢ FILES
€A LIFC list which is used to kzep track of the 3lcck_ID of the cirrently
{executing procedure, Alsc used to accumulate the execution time accrued
{by subordirste blccks., »

= <Block_Statistic>;

Address_Formutation ¢ FLOW
= Raference_Tyne
+ Refererce_Lccetion
+ Destinatior_Locatior?

Best_Position t ELEMENT
{The ordinal of the currert entry in the Cluster_List whickh the candidate
{shoutd follcw for bast clustering affecte An ordiral of § Implies the
{head of the t{iste.

3lcck_Chargebsck_Percartaga ¢ ELEMENT
{Percentsge of total progrzm executior time spert in the assoclated blocky
{or remote blocks cellza frer the sssocliatec bltock,

-0
=9

Block_Execution_Summary ¢ FILE
{The Block_Exzcuticon_Sumrmzry antry for aach Block_Tc is used to accurulate
{the execution tire accriec bty the associsted blocCke
= <3lock_txecution_Totals>?

Black_Execution_Totals ¢ FLCw
*Block_ID
+ Block_Totsal
+ Remota_Totz!; -

81cck_ID t FLCW
{8l ocks ara the hasic urits ocver which measurements are taken and reoortede.
{Each block s 2ssigrec z Lriaque 8Block_ID fer 2ase c¢cf identificatior during
{the aralysis phase of PMAF,
={ Local_EBlock_IC
! Ramote_Rlock_INY 3

31ock_Name_Ms3p : FILE
{For =2ach hlocky Blcocck_Nzme_NM3zp cefires the
{symbolic name by which trhre tlock Is knowne
= <B8lock_Name_Map_Entry>;

Bicck_Name_Mzp_€rtry * FLOW
=( Local_3lock_Namre_Entry
! Remo ta_Rlock_Nsme_zZprtry)

8lock_Percenrtage t ZLEMENT
{Percertage of totsl prcarar execution tima spert in the assocliated block.
=3
Biock_Rafarenca ¢ FLCHW
= Local_Rlock_1IC

@ t Referzrce_Timas

Block_Reference_Histcery ¢ FILE
LA FIFC tjis* whrich mairtsirs, ir chrcnoleccical orcery all Block_Keference®'s
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{occurrirs In tre crevicius CWS_Irterval_Size units cf process axaeacution
Ltime.
= <8lock_Refararce>?

3tock_Statistic ¢ FLCOW

= Alock_1ID
+ Catl _Time
+ Subordinate_Timea?

3lock_Worklina_Set ¢ FILE

{A seauenrce contalrirc & Local_BRBtock_ID for each block 3ppearing

{in the currart workirc set.
= <Worklina_Set_Elock_I0>3

Candidate_Ffvaluation ¢ FLCOK

= Local_Rlcek_ID
+ Clustar_Merlt
+ Best_Position?

Carcidate_List ¢ FILZ
{Identifi=s thosa blocks wrich have not been
{clusterirag,
= <Cancicate_Eveluaticr>?

Cluster_List ® FILZ

{A sequerce ldertifyinc tre relztiva position of

{includec in tre optimzl clustarirg,
= <Locali_2lock_1ID>:

cfuster_Mer it ¢ ELEMENT

{An evzlustor cf the ralztive merit 0of Ircluding

{optimal clusterirc,

coexistent_Modules 3 FILF
= <0bject_Text_Moauled>?

sorcition_dandler_FPacrket t FLCW

inci

]

{Cata passed to 3 conditicr_ranalar by the NOS/VE trap interrupt

{processore.
= Program_Adaress
+ Other?

connectivity_#Matrix ¢ FILE

{An 2tlement of Cornectivity_vVatrix defines the strangth of
{between two blockse This value is a2 local measurz cf the
{echjeveg whan the assnciaztsc blocks are clustaeracd rext to
{NOTE,.sSince this matrix is symmetric, its access mist be
such that tha orczar of elemants e tha incexing

Local_Rlock_TD_Fzir is not relavant,

r2211zed ir scre trisnyular format,
¥*Loczl_Rlock_1I0_Psir
Connection_Strerath >

* A

current_Procass_Time $ FLCK

Thus tre m3trix will

{The currart value for elzrsad process e2xecuticon time,

- 0

bl ]

LZec in the octirmal

connecticr
locality

each ¢cther.,
irplemrented

te

blocks wnlch FPave been

= cancidste blcck In the

O

O
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+ + [Reference_Timel

@ + [Block_ID1}%
Inv™érb lock_Referenrce_String ¢ FLCW
= <Interblcck_referenca>?

Interblock_R2ference_Tyona ¢ ELEMENT

=( ‘cal t*
1 .OOD.
! ‘return® )

Interbtock_Return ¢ FLOW
= Referaence_Time?

Intercept_Prodecure_Linkage ¢ ELEMENT
{Linkage tc an interc=pt crccedure which will receive control irstesd
£{¢f the instrursnted callees The interczpt procecure will be
{resoornsible for maragirc tre ccrtrol trarsfer to *he [nstrumentec
{callee In ar orderly fssticr., This shall include zsctivation of
{rrocesses to record (in the Intarblock_keference_Strina) the
{occurrence c¢cf a2 ¢3!l t¢c 3rc raturn from the instrumented cslliee.
{The Intercepnt procedure nust alsc tzke actlon to crevide
{detection of zny 3ttemct ty the instrumarted callze tc POP its
{way back to previous stack frames,

-
=9

Intercotumn_Rcrd_Mztrix ¢ FILE
{Each element cefires tre irter-colfumn bonrnd betwaer twc columns c¢f the
"Connectivity_Matrix. This value is a alobsl measire of the {fccality
achievadg whan the assccistec blocks are clusterac next to each cther.
{NOTE+seThis matrix is symrmetric and may b2 raoresarteg In teiangular

{format, N
=< *Locasl_Rlock_ID_Psir
+ Intercotlumn_Bond_Strength >3

Last_Module_Name 2 FILE
{Always cortalrs tre MociLle_Nzme from the most recantly encountered
{Mocule_Tdentification.
= Modu l a_Name?

Last_Transfer_Symbol ¢ FILE
{Contains the lzst Trarsfer_Symbol processed.
= Trans fer_Symbhol?

Linkage_Defirition_Item 8 FLCW
= Entry_Defirition
H Exterrsl_Refararced) )

Local_Block_1I0 ¢ ELEMENT
= 1 ee max_block_I33

Locaft_Block_ID_Fair ¢ FLOW
= Local_Rlecck_1ID_1
+ Local_Rlock_ID_23

Local_Block_Name 3 FLCW
= Module_N=zme
+ Secticr_Orcinszsli?
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CWS_Interval_Size ¢ ELEMENT
{The Irterval size for cetermrining the working set of
{which is maintzined Ir Blcck_Working_Set_List.

- o
bl |

Defired_Entry_Poirt_Entry 2t FLCh

= Entry_Point_Name
Entry_Locatior
Local_FRamots_Filag
[Block_ID] :
{Instrumented_Call=ze_Crcirall}

+* + + +

Defined_Enrtry_Poirt_List ¢ FILE
= <Defined_Entry_Poirt_Srtry>;

Destination_Location ¢ FLCW
= Location:

Entry_Definjticr 8 FLCW
= Entry_Polint_Name
+ Entry_Locationrs

Ertry_Location § FLOW
= Locatior:

External_Raferaerce ¢ FLCW
= Externrs! _N3me
+ Raferance_Tyoe
+ Reference_Lccation?

Instrumantad_Caflea_Entry 3t FLCW
= *Instrumanted_Callas_Crcinal
+ Entry_Locatlior
+ 31ock_ID}

Instrumentedq_Callee_List * FILE
= <Instrumented_Callece_Entry>;

Instrumentec_C3tliee_Crainal ¢ ELEMENT
= 0 «¢ max_czllec_orcirs!:

Instrumented_Procedure_Lirksce ¢ FLCW
= Intercept_PFProcedure_Lirkaga
+ Instrumentad_Callae_Crdiral?

Instrument_Fl13g9 ¢ ELEMENT
=( ‘must"’
! *need_not*);

Interblock_C3lt ¢ FLCKW
= Block_TD
+ Refererce_Time?

Interbliock_FReferarca ' FL K
{The ootioral Alock_ID wil! be presant [f and only If

417

Rlock_Re ference's

{Interblock_Refererce_Tyrce = *czli*s The crtional Referance_Tirmrs
{will be precent unlass Irtertlock_Refaraence_Tyoe = °*pop°.

= Interblock_Re farance_Tyre

o
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Local_Rlock_Nam2_trtry ¢ FLCh
= *Locsl_Plock_ID
“+ Local_RYaock_Nzme?

Local_Block_Summary ¢t FLOW
= Local_3lock_Name
+ 3lcck_Percertage
+ Block_Chargaback_Percartzge?

Local__Remota_Flag t ELEMENT
{Defires whether or rct 2n entry poirt was daclarad within
{the Tircet_Obtject_Text.
={( *local’
! ‘remote®)

Location ¢ FLCW
= Sacticr_Orainal
+ Secticn_Offsat]

Mocdule_Definition_TItem t FLCW
={ Module_TIdentificaticr
H Sectior_Deflnition)?

Mocule_Identificatior ¢ FLQOW
= Module_Name;

ct_Text_Module ¢ FLOW
<0Object_Text_Fececrd>?

Obje
Oégch_TexT_Qecorc t FLCW

=( Modutle_Tdentificaticr
i Saction_Definition
H Zntry_Defiriticr
i Externzl_FRefercerce
i Adaress_Formulaticr
H Transfer_Symbol_QRefiriticn)?

Optimai_2Rlock _Orderira ¢ FLCW
{Deflnes the orcer trat tlccks shculd aprear In tr=s restructurad frcgrar,
= <Lccal_Rlock_ID>2

Program_Data 2 FLCW
= <Byta>}

Program_Irstructior t FLOW
{Any of tha instructiorns ir tha CY3ER 183 CPU instrictior set.
=( ‘return®
‘ lcool
1 ‘other*) ]

Program_Profile ¢ FLCH
{Celineates the oercantzga cf executicn tlime spent Ir each bloch cf
{the program.
- Preg_Tet=zl_CExzcuticr_Tima
/* Remota_81lock_Totrtal_Percertsce
<Loc21_"1ock_ Sumwary>
+ T‘<Remof=,”lock_5umm=ry>.
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RO_Block_Ordering_Lire ¢ FLCW
= Local_Plock_Name

+ ‘oot

RD_Heacing * ELEZMENT
= *PPOC Restructure ccject_text_1fny library_Ifr, gen_mcdute_rzme’

+ *Create_object_1ibrary®

+ *select_dlisplay_level off=A"

+ *create_moaule nare= gan_module_nrama +,°

+ * first= (object_text_1fry {eo®?

0_Tail ¢ ELEMENT
= *generate library_1Iifr"*
+ *end*® !

ID_Transfer_Symboi_Lire ¢ FLCW
= . Yoo
+ . procedure= *
+ Transfer_Symbol$

'eference;Locafior ¢ FLOW
= Location;

'eference_YTvyoce t ELEMENT
={ *extarral_rrocedura’
H *other*)

emote_Block_ID t ELEMENT
= 1 ee max_block_I03%

emote_Block_Name ¢ FLOW -
= Exterrzi_Nzaras
emote_Block_Name_Entry 2 FLCHW
= *Remgte_Rlock_1ID
+ Remote_Rlock_Name}

erote_Rlock_Percertsge $ ELEMENT
{Fercentage of total prograr execution time spent in tre 3ssoclated
{remote block,

-
=

emote_Block_Summary ¢ FLOW

= Remote_Rlock_Name
+ Remote_Block_Percantscz;

emote_Rlock_Total_Percentsge $ ELEMENT
{Percentaga of tota! orcarsm executicn timre spant ir remote blockse

-
il 4

ercte_Tota! t ELEMENT
{The total executior time srert In remote proceduras due te calls
{emanating from within 2 bicck.

-
=9

istructureg_Program ¢ FILE
{A tlbrary ftile ccrsistirg c¢f 3 singla mcdule which cortalns the

0
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{restruc tured blocks of the obtject orogram,

lestructura_Directives 3 FLCW
{Consists of SCL commancs tc invoke the library gareration utillty tc
{accompl ish the actual restructuring,
= RO_Headirg
+ <RD_Block_Ordering_Lira>
+ RO_Transfar_Symbol_Lire
+ RD_Taits

Saction_Attribute_Entry ¢ FLCh
{The optioral Local_Rlock_IC will be present If and enly if
{Section_Type = °*code_secticr®,
= *Section_Ordinsi
+ Section_Tyce
+ fLocal_Block_IDI13

Section_Attribute_Table ® FILE
= <Sectlion_Attritute_Ertry>3

Section_Definitior ¢ FLOW
= Sactior_Ordinal
+ Section_Tyce!

Section_Typ=2 ¢ FLEMENT
=( *code_section®

(ﬁﬁ~'ofher')2

Subordinate_Time t FLOW
{An accurnulation of the execution time accrued by blccks called as
{subordinates of & block ¢n the Active_Block_Stack.

-
-

Target_Object_Taxt ¢ FILE
= <0bject_Text_Moaule>}

Target_Taext_Transfer_Symbol 3 FILE
{This file is usad to prasarva the ldentity of the dafeaulr entry
{point for the Target_Cbject_Text in !ts orlglrs!l srate. This is
{necessary to irsure trzt the restructured prcaram will have the
{same default entry cairt,
= Transfar_Symbol}

Trarsfer_Symbo! 3 FLCW
=z Program_Nares

Trarsfer_Symbol_Defirnition t FLCW
= Transfer_Sympbol?s

Trsnsfer_Symbol_Parameter ¢ FLCW
= Transfer_Symbcel?$

Tr ed_Instruction ¢ FLOW
= Program_Instruction?

Unsétlsfied_Exfernal_Entry 2 FLCW
= Externrsli_Nzre
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+ Reference_Locatinn
+ Instrument_Fl ag}

Insatisfied_€xterral_List t FILE
= eUnsatisfied_Externzi_Ertry>;

Iser_Address_Space t FILE
=< *Location

+ (Program_02ata ! Prograr_Instructlion)>?

lorkina_Set_Rlock_ID ¢ FLGOW
= Loca!_Rlcck_I0S

¢-22
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Instrument_Intra_Module_Calis 3 PROCESS 1.1.1 =
IF Reference_Type = ®*external_procedure® THEN
ASSIGN NEXT Instrumented_Callee_Ordinal
‘34 GET Section_Attribute_Ertry CORRESPONDING TO
g (Sectlion_Ordinal OF Destination_Locatlon)
SET Entry_tLocation TC Destination_Location
SET 8lock_ID TO (Local_8lock_ID OF Section_Attribute_Entry)
PUT Instrumented_Callee_£Entry-
PUT Instrumented_Procedure_Linkage IN User_Address_Space
AT Reference_Location
PROCESS_END?$

Save_Module_Name 8 PROCESS 1¢1¢2.1 =
REPLACE Module_Name IN Last_Module_Name
PROCESS_END3$

Save_Local_Btock_Name 3 PROCESS 1.1.2.,2 =
IF Section_Type = *code_section® THEN
GET Module_Name FROM Last_Module_Name
ASSIGN NEXT Local_B8lock_ID
PUT Local_Block_Name_Entry
PUT Sectlon_Attribute_Entry
PROCESS_END3S

Define_Local_Entry_Points ¢ PRCCESS 1.1.3.1 =
SET Locai_Remote_Flag TO *local*
GET Section_Attribute_Entry CORRESPONDING TO
(Section_Ordinal CF Entry_Locatlon)

SET Block_ID TC (Local_Block_ID OF Section_Attribute_Entry)
O(NOTE...TMS process is dependent on the fact that, for each modulies
< all Section_Definjition®s are processed prior to the first

C Entry_Dlefinition.
PUT Defined_Entry_Point_Entry
FOR EACH Unsatisfled_Externai_Entry IN Unsatisfled_Externali_tist DO
IF Entry_Point_Name = €xternal_Name THEN
IF Instrumented_Callee_Ordinail ABSENT FROM
Defined_Entry_Point_Entry THEN
ASSIGN NEXT Instrumented_Callee_Ordinatl
REPLACE Defined_Entry_Point_Entey
PUT Instrumented_Callee_Entry
PUT Instrumented_Prccedure_L inkage IN User_Address_Space
AT Reference_Location
PROCESS_ENDS

Detect_Local_Instrumentable_Calis 3 PROCESS 1.1e3.2 =
IF Reference_Type = ®*external_procedure® THEN
SEARCH Defined_Entry_Polnt_Llst FOR External_Name = Entry_Point_Name
IF MATCH THEN
IF Instrumented_Callee_Ordinal ABSENT FROM
Defined_Entry_Poilnt_Entry THEN
ASSIGN NEXT Instrumented_Callee_Ordinal
IF Locali_Remote_Flag = ®*remote® THEN
ASSIGN NEXT Remote_Bilock_ID
PUT Remcte_Biock_Name_Entry
REPLACE Defined_Entry_Point_Entry
m PUT Instrumented_Cal lee_Entry
PUT Instrumented_Procedure_Linkage IN User_Address_Space
AT Reference_Locatlion
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OTHERWISE )
SET Instrument_Fiag TO *must’

PUT Unsatlsfied_External_Entry ,
PROCESS_ENDS 0

Save_Local_Transfer_Symbol 8¢ PROCESS 1.1l.% =
REPLACE Transfer_Symbol IN Last_Transfer_Symboli
REPLACE Transfer_Symbot! IN Target_Text_Transfer_Symbel
PROCESS_END3S o

Save_Remote_Transfer_Symbol! 8 PROCESS 1.2.1 =
REPLACE Transfer_Symboi IN Last_Transfer_Symbol
PROCESS_END?

Deflne_Remote_Entry_Polnts 8 PROCESS 1.2.2 =
SET Local_Remote_Flag TO *remote”
PUT Defined_Entry_Point_Entry
FCR EACH Unsatisfled_Externai_gEntry IN Unsatisfled_External_Llst 0O
IF External_Name = Entry_Point_Name THEN
IF Instrument_Flag = *must® THEN
IF Instrumented_Callee_Ordinal ABSENT FROM
Defined_Entry_Point_Entry THEN
ASSIGN NEXT Instrumented_Callee_Ordinai
ASSIGN NEXT Remote_Block_1ID
PUT Remote_Btlock_Name_Entery
REPLACE Defined_Entry_Point_Entry
PUT Instrumented_Cal lee_Entry
PUT Instrumented_Procedure_Linkage IN User_Address_Space
AT Reference_Locatlion
PROCESS_END3 0

Detect_Remote_Instrumentable_Csils 2 PROCESS 1.2.3 =
IF Reference_Type = *external_procedure® THEN
SEARCH Detined_Entry_Pcint_List FOR Entry_Point_Name = External _Name
IF MATCH THEN
IF Locai_Remote_Flag = *local® THEN
IF Instrumented_Caliee_Ordinal ABSENT FROM
Defined_Entry_Point_Entry THEN
ASSIGN NEXT Instrumented_Cailees_Ordinal
REPLACE Defined_Entry_Point_gEntry
PUT Instrumented_Callee_Entry
PUT Instrumented_Procedure_Linkage IN User_Address_Space
AT Reference_Location
OTHERWISE
SET Instrument_Flag YO0 *need_not”*
PUT Unsatisfied_External_Entry
PROCESS_END;

Instrument_Initial_Transfer 3 PROCESS 1.3 =
IF Transfer_Symbol_Parameter ABSENT THEN
GET Transfer_Symbol FRCM Last_Transfer_Symbol :
SEARCH Defined_Entry_Point_List FOR Transfer_Symbol = Entry_Polnt_Name
IF MATCH THEN
IF Local_Remote_Flag = "local® THEN
IF Instrumented_Caitee_Ordinal ABSENT FROM
Deflined_Entry_Point_Entry THEN 0
ASSIGN NEXT Instrumented_Callee_Ordinal
REPLACE Defined_Entry_Point_Entry
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PUT Instrumented_Callee_Entry
PROCESS_END3

Record_Intercepted_Call 8 PROCESS 2.1 =
GET Instrumented_Callee_Entry
COPY Block_ID FROM Instrumented_Callee_Entry TO Interblock_Refererce
GET Current_Process_Time
SET Reference_Time TO Current_Process_Time
SET Interblock_Re ference_Type TO °*call®
PUT Interblock_Re ference ’
PROCESS_ENDS

Record_Intercepted_Return 3 PROCESS 2.2 =
GET Current_Process_Time
SET Reference_Time TO Current_Process_Time
SET Interblock_Re ference_Type TO °*return®
PUT Interblock_Re ference
PROCESS_ENDS

Record_Trapped_Block_Exit 3 FROCESS 2.3 =
GET Condition_Handler_Packet
GET Trapped_Instruction FROM User_Address_Space
AT (Program_Address OF Condi tlon_Handier_Packet)
CASE Trapped_Instruction CF
=*returnt=
GET Current_Process_Time
SET Reference_Time TO Current_Process_Time
SET Interblock_Reference_Type TO °return®
0; PUT Interblock_Reference
i :‘pop'z
SET Interblock_Reference_Type TO °*pop*
PUT Interblock_Reference
ELSE
error - hardware ratfunction
PROCESS_END3

Determine_Reference_Type 3 PROCESS 3e1.i =
FOR EACH Interblock_Referaence IN Interblock_Reference_String DO
CASE Interblock_Reference_Type OF
=*call‘*=
SEND Interblock_Call
=®return®=
SEND Interblock_Return
=®*pop*=
CA count will be maintained of the number of Interblaock POP s
Cappearing. When a subsequent RETURN appearss 1t will be
{treated as (pop_count # 1) RETURN®s, all occurring at the
{same time. This count must be maintained on the
{Active_Block_Stack since a CALL/RETURN may intervene between
{a POP and the assoclated RETURNe
PROCESS_END}$

Pop_Block_Statistic & PROCESS 3.1.2 =
POP Block_Statistic FROM Actlive_B8lock_Stack
‘)wcresuem Block_Total CORRESPONDING TO Block_ID BY
Reference_Time - Cali_Time - Subordinate_Time
INCREMENT Subordinate_Time IN
(Block_Statistic AT TOP OF Active_Block_S tack)
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BY Reference_Time - Cali_Time

-2

IF Block_ID IS Remote_Bilock_ID THEN
INCREMENT Remote_Total CORRESPONDING TGO

\

(Block_ID OF Block_Statistic AT TOP OF Active_B8lock_S tack)
BY Re ference_Time - Call_Time - Subordinate_Time

GET Block_ID FROM (Block_Statistic AT TOP OF Active_Block_Stack)
IF Block_ID IS Local_B8tack_ID THEN

SEND Block_Reference
PROCESS_ENDS

Push_Block_Statistic 3 PROCESS 3.1.3 =
SET Subordinate_Time TO 0
PUSH Block_Statistlic ON Active_Block_Stack
IF Block_ID IS Local_Block_ID THEN
SEND B8lock_Re ference
PROCESS_END3

Detect_Critical_References 3 PROCESS 3Jel.4 =

SEARCH Block_Reference_HIistory FOR MATCH ON Local_Block_ID
IF NC MATCH THEN

FLUSH Block_Worklrg_Set
FOR EACH Block_Reference IN Block_Reference_History DO

{NOCTE.+«This scan of Block_Reference_History may be

L implerented as part of the preceding SEARCH laoope
SEARCH Block_Working_Set FOR

Working_Set_Block_ID = Local_Rlock_ID
IF NO MATCH THEN

SET Working_Set_8lock_ID TO Local_Block_1ID
PUT Working_Set_Block_I0

INCREMENT Connection_Strength IN Connectivity_Matrlix

CORRESPONDING TO {Local_Block_I0s Loc3ai_Block_ID)
8Y 1

FOR EACH Horking_Set_Block_ID IN Block_Working_Set DO

INCREMENT Connectlon_Strength IN Connectivity_Matrix
CORRESPONDING TO

(Locai_Block_ID, Working_Set_Block_ID)

By 1

{NOTE.se Sending Block_Reference must be the last function
€ accomplished by this processas

SEND Block_Reference

PROCESS_ENDS

Jondate_Block_Reference_History 3 PROCESS 3.1.5 =
WHILE (Reference_Time OF HEAD OF Block_Reference_History)
< (Reference_Time = CWS_Interval_Size) 00
REMOVE HEAD OF Block_Reference_Hlistory

PUT Block_Reference AT TAIL OF Block_Reference_HIistory
PROCESS_END?

issemble_Intercolumn_Bond_Matrix 8 PROCESS 3.2.1 =
FOR i %= 1 to number_of_lacal_bltocks 00
FOR J 8= 1 TO0 number_of_local_btocks 00
SET Intercolumn_Bond_Matrix (isj] TO O
FOR k 3= 1 TO number_of_local_blocks DO
INCREMENT Intercolumn_Bond_Matrix [({,]] 8Y

PROCESS_END?3

Connectivity_Matrix (keil * Connectivity_Matrix [kyil

o

O
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Initiatize_Working_Lists 3 PROCESS 3Je262 =
INITIALIZE Ctluster_Llist TO 8E EMPTY
ET Cluster_Merit TO0 0
SET Best_Position TO 0
FOR EACH Locail_Block_ID DC
PUT Candidate_Evaluation
PROCESS_END?

Evaluate_Candidates 3 PROCESS 3,23 =
FOR EACH Candidate_Evaluaticon IN Candidate_List DO
SET Cluster_Merit TO
Intercolumn_Bond_Matrix (Local_B8tock_IDy HEAD(Cluster_List)]
SET Best_Position TC 0
FOR EACH etlement IN Cluster_List DO
SET test_value TC Intercolumn_Bond_Matrix (element, Local_Block_ID]
+ Intercolurn_Bond_Matrix [Local_Block_IDy NEXT(element)]
= Intercotumn_Bond_Matrix [element, NEXT(elemant)]
{NOTE.eeIf etement is at tail of Ciuster_List then
€ Intercolumn_Bond_Matrix {xe NEXT (eiement)]
€ evaluates as 0 for all Xxe
IF test_value >= Cluster_Merlt THEN
SET Cluster_Merit TO test_value
SET Best_Position TO POSITION OF element
PROCESS_ENDS

Select_Best_Candidate 3 PROCESS 3,244 =
FIND FIRST Candidate_Evaluation IN Candidate_LlList
WITH GREATEST Cluster_ Nerlt

‘E%OTE...If no Candidate_Evaluation has non-zero Cluster_Merit then the
current Cluster_LIist represents an *atomic® clusteéry leeey the
algorithm witl only append blocks to the end of the subcluster,

To reduce computational complexity, the subcluster may eftectiveaely
be removed from the Cluster_LIist at this time.

(2 Naulal

INSERT Local_Block_ID INTC Cluster_List AT Best_Position
REMOVE Candldate_gEvaluation FROM Candidate_List
PROCESS_END3

Generate_Optimal_Ordering 3 PROCESS 3.2.5 =
{This process consists of outputing the Local_Block_ID*s contained In
{Cluster_List In order.
PROCESS_END3

Format_Restructure_Directives 2 PROCESS 3.3 =

PUT RD_Heading

FOR EACH Local_Block_ID IN Cptimat_Block_Ordering 00
GET Block_Name_Map_Entry
PUT RD_Block_Ordering_Lire

GET Transfer_Symbol FROM Target_Text_Transfer_Symbol

PUT RD_Transter_Symboli_LIine

PUT RD_Talit

PROCESS_END3

Jujfj_Program_Profile 38 PROCESS 3.4 =
WM Block_Total OVER ALL 8lock_ID TO OBTAIN
Prog_Total_Execution_Time
SUM Block_Total OVER ALL Remote_Block_ID TO OBTAIN remote_total
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SET

PUT
PUT

FOR

FOR

Remote_Block_Total_Percentage TO

remote_total * 100 / Prog_Total_Execution_Tire
Prog_Total_Execution_Tire
Remote_Block_Total_Percentage

EACH Local_Biock_ID OC
GET Local_Block_Name_Entry
GET Block_Execution_Totals
SET Block_Fercentage T0
Block_Total * 100 / Prog_Total_Execution_Time
SET Block_Chargeback_Percentage TO
{(Block_Total ¢ Remote_Total)
% 100 / Prog_Totat_Execution_Tlime
PUT Local_8Block_Summary
EACH Remote_B8lock_ID DO
GET Remote_Block_Narme_Entry
GET Block_Execution_Totals
SET Remote_Block_Percentage TO
Block_Total *# 100 / Prog_Total_Execution_Time
PUT Remote_B81ock_Summary

PROCESS_END3

'estructure_Program 3 PROCESS 4.0 =
{This process consists of execution of the Restructure_Dlirectlves as

{an
{
{
<

SCL procedure., Pararmeters passed to the procedure ares
object_Text_1Ifn
library_1Iiftn
gen_module_name

{These parameters will be srecifled via the PMAF control statement.
PROCESS_ENDS '
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